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Preamble

When the first edition of this “Yellow Book’ was issued, it contained
calculation methods to be performed on pocket calculators.
Although the second edition in 1988 presumed that personal computers would be
available to perform the required calculations, only part of the report was updated.
Today more powerful computers are generally available, thus enabling the use of
more complex and more accurate computing models.
This third edition is a complete revision by TNO Institute of Environmental
Sciences, Energy Research and Process Innovation. It is based on the use of these
powerful PC’s and includes the application of proven computing models. Special
attention is paid to provide adequate directions for performing calculations and for
the coupling of models and calculation results.

The revision of the ‘Yellow Book’ was supervised by a committee in which
participated:

Dr. E.F. Blokker, chairman Dienst Centraal Milieubeheer Rijnmond

Mr.Ir. K. Posthuma, secretary Ministerie van Sociale Zaken en Werkgelegenheid

Dr. B.J.M. Ale Rijksinstituut voor Volksgezondheid en Milieu

Drs. R. Dauwe DOW Benelux N.V.

Ir. E.A. van Kleef Ministerie van Binnenlandse Zaken

Mrs. Ir. M.M. Kruiskamp Dienst Centraal Milieubeheer Rijnmond

Dr. R.O.M. van Loo Ministerie van Volkshuisvesting, Ruimtelijke
Ordening en Milieubeheer

Ing. A.J. Muyselaar Ministerie van Volkshuisvesting, Ruimtelijke
Ordening en Milieubeheer

Ing. H.G. Roodbol Rijkswaterstaat

Drs.Ing. A.F.M. van der Staak Ministerie van Sociale Zaken en Werkgelegenheid

Ing. A.\W. Peters Ministerie van Verkeer en Waterstaat

Ir. M. Vis van Heemst AKZO Nobel Engineering B.V.

With the issue of this third edition of the “Yellow Book’ the Committee for the
Prevention of Disasters by Hazardous Materials expects to promote the general use
of standardised calculation methods of physical effects of the release of dangerous
materials (liquids and gases).

The Hague, 1996

THE COMMITEE FOR THE PREVENTION OF
DISASTERS BY HAZARDOUS MATERIALS,

Drs. H.C.M. Middelplaats, chairman



Preface to the PGS 2 edition of the Yellow Book

Starting from June 15! 2004, the Advisory Council on Dangerous
Substances (Adviesraad Gevaarlijke Stoffen - AGS) was installed by the Cabinet. At
the same time the Committee for the Prevention of Disasters (Commissie voor de
Preventie van Rampen- CPR) was abolished.

CPR issued several publications, the so-called CPR-guidelines (CPR-richtlijnen),
that are often used in environmental permits, based on the Environmental Protection
Law, and in the fields of of labour safety, transport safety and fire safety.

The CPR-guidelines have been transformed into the Publication Series on

Dangerous Substances (Publicatiereeks Gevaarlijke Stoffen — PGS). The aim of these

publications is generally the same as that of the CPR-guidelines. All CPR-guidelines

have been reviewed, taking into account the following questions:

1. Is there still a reason for existence for the guideline or can the guideline be
abolished;

2. Can the guideline be reintroduced without changes or does it need to be updated.

The first print (1997) of the 3" edition Yellow Book contained typographical errors
that occurred during the conversion of the Yellow Book documents from one word
processing system to another. Most of these conversion errors occurred especially
with formulas, leading to erroneous and non-reproducible results when calculation
examples and formulas were recalculated.

This PGS 2 edition (2005) is a second print that has been thoroughly checked for
errors. Every chapter starts with a condensed summary of changes to give the user an
idea about what was changed and where it was changed.

Despite all effort, it might be possible that errors still persist. If this is the case, or if
you have any other remarks about the Yellow Book, please send a mail to:
info@infomil.nl.

Hard copies of this PGS-2 edition can be obtained from Frank van het Veld, TNO
Department of Industrial & External Safety: YellowBook@tno.nl, or fax +31 55 549
3390.

Also on behalf of my colleagues at the Ministries of Transport, Social Affairs and of
the Interior,
The State Secretary of Housing Spatial Planning and the Environment (VROM).

Drs. P.L.B.A van Geel

november 2005
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Revision history

Date

Release

Comments

19 April 2005

25 July 2005

3'd edition 2" print, version 1

3'd edition 2" print, version 2

Please refer to the modification
paragrahs of all chapters.

The appendix of chapter 6 was
missing and has now been included.
Table 6.A.2 and Figure 6.A.11 were
not corresponding and has been
corrected.
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1.1 Introduction to chapter 1

For designers, manufacturers of industrial equipment, operators and
responsible authorities it is essential to have models available for assessing the
physical effects of accidental releases of hazardous materials.

For this purpose the handbook ‘Methods for the calculation of physical effects of the
release of dangerous materials (liquids and gases)’, was issued by the Directorate
General of Labour in 1979.

In the past decade the handbook has been widely recognised as an important tool to
be used in safety and risk assessment studies to evaluate the risks of activities involving
hazardous materials. Because of its yellow cover, the handbook is world-wide known
as the “Yellow Book’.

The “Yellow Book’, originating from 1979, was partially revised in 1988. However, it
can be stated that the Yellow Book issued in 1988 was almost entirely based on
literature published before 1979.

The current version of the Yellow Book results from an extensive study and
evaluation of recent literature on models for the calculation of physical effects of the
release of dangerous materials. The Committee for the Prevention of Disasters,
Subcommittee Risk Evaluation started this project in June 1993 and it was completed
in March 1996.

This project was carried out by TNO Institute of Environmental Sciences, Energy
Research and Process Innovation, TNO Prins Maurits Laboratory and TNO Centre
for Technology and Policy Studies.

The project was supervised by a steering commitee with representatives from
governmental organisations and proces industries with the following members:
B.J.M. Ale, E.F. Blokker (chairman), R. Dauwe, E.A. van Kleef, Mrs. M.
Kruiskamp, R.O.M. van Loo, A.J. Muyselaar, A.W. Peters, K. Posthuma (secretary),
H.G. Roodbol, A.F.M. van der Staak, M. Vis van Heemst.

The revision had the following three objectives:

1. to update individual models from a scientific point of view, and to complete the
book with models that were lacking,

2. to describe the interfacing (coupling) of models,

3. to meet educational requirements.

This general introduction starts with a description of the educational objectives
pursued by the Yellow Book. A general description of the target groups is envisioned
(in section 1.2). The differences between this edition and the previous edition are
elucidated in section 1.3. Finally (in section 1.4), guidance will be given to the reader
regarding how to use the Yellow Book.
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1.2 Educational objectives and target groups

In the first phase of the process of developing this update of the Yellow

Book, an educational framework was formulated [Weterings, 1993] and a set of
educational objectives was defined. Studying the Yellow Book the reader may expect

to:

a.

b.

gain knowledge of the phenomena relevant to estimating the physical effects of the
release of hazardous materials,

gain knowledge of the models that have been developed to describe these
phenomena,

gain understanding of the general principles of the selection of these models, and
of the conditions under which these models can be applied,

. gain understanding of the procedure according to which the selected models

should be applied,

. be able to apply the selected models in practical situations, and to interface them

adequately to related models for estimating physical effects of hazardous releases,
according to more complex release scenarios.

The Yellow Book has been written in such a manner as to meet the requirements of:

chemical industry,

technical consultancy bureaus,

engineering contractors,

authorities and government services (national and regional level),
institutes for advanced research and education.

It should be kept in mind that these target groups will use the models for estimating
physical effects of hazardous releases for different purposes. Table 1.1 presents some
of the purposes for which specialists from industry, government agencies or
consultancy may use the presented models. The number of stars gives some
indication of the frequency in which the models are used in practice.

Table 1.1 Selected target groups and purposes in estimating physical effects

Purpose Target groups

Companies Authorities Consultants
Design of installations e * *
Quantified risk assessment i > e
Workers safety * *
Emergency planning > ** *
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1.3 Contents of the Revised Yellow Book

1.3.1 General remarks

In the past decade, considerable progress has been made in modelling
physical effects resulting from accidental releases of a hazardous material.
The current revision has been based on available data in the open literature and
known state-of-the-art models, and maintains more or less the same structure as the
former version:

Chapter Author

1. General Introduction C.J.H. van den Bosch and
R.A.P.M. Weterings

2. Outflow and Spray Release C.J.H. van den Bosch and
N.J. Duijm

3. Pool Evaporation C.J.H. van den Bosch
4. Vapour Cloud Dispersion  N.J. Duijm and E. Bakkum

5.  Vapour Cloud Explosions  W.P.M. Mercx and
A.C. van den Berg

6. Heat Fluxes from Fires W.J.F.M. Engelhard

7. Ruptures of Vessels R.M.M. van Wees and
J.C.A.M. van Doormaal

8. Interfacing of Models C.J.H. van den Bosch

The strongly increased availability of powerful (personal) computers has caused a
shift in the application of analytical models and physical correlations towards complex
computerised numerical models. We aimed to collect models that combine a good
scientific performance with ease of application in practice.

It appears that the optimal combination of models varies for different classes of
physical effect models; some models are simple correlations, many models consist of
a straight forward numerical scheme, but few models are unavoidably complex as the
related physical phenomena have a complex nature.

The selected models are described in a way to make computerisation by the reader
possible in principle, yet prices of available software packages are relatively low.

An inventory of the applicable models available in the field of safety and hazard
assessment studies has shown the ‘white spots’ left in this area.

Guidelines on how to deal with ‘white spots’ in the revised “Yellow Book’ have been
based on engineering judgement, which may lead to simple rules of the thumb.

1.5



Although the Yellow Book focuses on liquids and gases, under certain conditions
some models may be applied for solids. In particular, atmospheric dispersion models
may be used to estimate concentrations of non-depositing dust in the atmosphere, or
concentrations of volatile reaction products of burning solids.

1.3.2 Remarks on the individual chapters

Below, the major improvements and differences in this version of the
Yellow Book in relation to the former edition are outlined.

In chapter 2 ‘Outflow and Spray Release’ a rather fast model for two-phase flow in
pipes is given as well as several models about non-stationary outflow from long pipe
lines. Much attention is given to the dynamic behaviour of the content of vessels due
to the release of material.

An adequate model for spray release is presented, explaining amongst others why
‘light gases’ such as ammonia can behave like a heavy gas under certain
circumstances.

In chapter 3 ‘Pool Evaporation’ a model for the evaporation of a (non-)spreading
boiling and non-boiling liquid pool on land or on water is described. This model
overcomes many numerical boundary problems encountered in the past, but is also
quite complex. In addition a model for the evaporation of volatile solved chemicals in
water is given.

Chapter 4 “Vapour Cloud Dispersion’ reflects the major scientific progress that has
been made on modelling heavy gas dispersion. The plume rise model has been
extended for heavy gases. Also a new description is given for the atmospheric
boundary layer stability.

In chapter 5 “Vapour Cloud Explosions’ a new method for the prediction of blasts
resulting from confined vapour cloud explosions is described. This so-called Multi-
Energy-Method is an improvement to earlier methods. Although not fully developed
yet, it is able to incorporate results of future experiments on vapour cloud explosions.

In chapter 6 ‘Heat Fluxes from Fires’ a new model for gas flares and a model for
confined pool fires on land and water are included.

In chapter 7 ‘Ruptures of Vessels’ models are described for several different types of
vessel ruptures leading to blast and fragmentation. Although these models are much
more adequate than previous models, they are not yet able to render very accurate
predictions.

In chapter 8 ‘Interfacing of Models’ attention is given to the interfacing of the physical
effect models described in the previous chapters. Often (subsequent) physical effects
are involved in between the release of hazardous material and the actual impact on
people and properties causing damage. So, physical effect models may have to be
‘coupled’, meaning that their results, i.e. the predictions of these models (output
data), have to be adapted and transferred to serve as input to other subsequent
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models. The procedure of adaptation and transfer of data is usually addressed by
‘interfacing’.

The remainder of this chapter deals with the physical effects of BLEVE’s.

A BLEVE (Boiling Liquid Expanding Vapour Explosion) causes several physical
effects: heat radiation, pressure waves and fragmentation, that may cause damage.
These phenomena will be treated in different chapters. In order to present an overall
picture of the BLEVE an integral calculation example is given in chapter 8.
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1.4 User instructions

The educational design provides a framework according to which this
version of the Yellow Book has been structured. This framework defines the topics to
be considered in separate sections, and reflects a causal chain of effects to be a logical
argument in determining the sequence in which these topics should be addressed. As
a result the Yellow Book starts with a section on outflow and spray release (chapter
2), then addresses evaporation (chapter 3) and dispersion (chapter 4), before
addressing several other specific aspects, such as vapour cloud explosion (chapter 5),
heat load (chapter 6) and the rupture of vessels (chapter 7). Finally a section on
interfacing related models (chapter 8) illustrates how to proceed in applying a
sequence of models in estimating physical effects, according to a few selected
scenarios.

Using the Yellow Book, it is helpful to keep in mind that all chapters are structured

in a similar manner. Each of the chapters 2 to 7 contains the following sections:

— section 1 provides an introduction and positions the chapter in relation to other
chapters,

— section 2 provides a general introduction and defines relevant phenomena,

— section 3 gives a general overview of existing (categories) of models for the
phenomena addressed,

— section 4 describes criteria according to which a limited number of models has
been selected,

— section 5 provides a detailed description of the selected models: the general
principles and assumptions on which they have been based, the procedure
according to which these models should be applied as well as some considerations
on their potential and limitations in practice,

— section 6 illustrates the practical application of the selected models by means of
calculation examples,

— section 7 addresses relevant issues in relation to interfacing the selected models
with other models,

— section 8 provides some discussion on the state-of-the art in the field addressed,
which is relevant in view of assumptions and limitations of the selected models.

In conclusion, for background information the reader is referred to the sections 1 to
4 of each chapter. However, if the reader has already mastered the general principles
of the selected models, it is advised to concentrate on the sections 5 and 6 — and if
necessary also sections 7 and 8 — in which a detailed description is given of how to use
the most relevant models for estimating the physical effects of hazardous releases.
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1.5 References

YellowBook (1988),

Methods for the calculation of physical effects of the release of dangerous materials
(liquids and gases) 2" ed.,1988), published by Directorate General of Labour;
English version, 1992).

Weterings (1993),
R.A.P.M. Weterings, The revised Yellow Book - educational concept,
TNO Centre for Technology and Policy Studies (STB), Apeldoorn, October 1993.

1.9



Chapter 2
Outflow and Spray release
C.J.H. van den Bosch, N.J. Duijm

21






CPR 14E

Chapter 2 of the “Yellow Book’

Modifications to Chapter 2 (Outflow and Spray release)
with respect to the first print (1997)

Numerous modifications were made concerning typographical errors. A list is given
below for the pages on which errors have been corrected.

In section 2.3.4.3 on page 2.36, as well as on page 2.87 and 2.89 the term ‘void
fraction’ has been replaced by ‘vapour mass fraction (or quality)’. The void fraction
is a volume fraction, while the quality is a mass fraction, on which the two-phase
density is based.

In section 2.4.3.4 and further onwards the name ‘LPG’ used with reference to the
models of Morrow and Tam has been replaced by ‘propane’, for which these models
are derived.

In section 2.5.2.3 in equation (2.23) the erroneous = sign in front of y has been
removed.

In chapter 2 use is made of two different friction factors, viz. the Fanning factor fg
and the Darcy factor fp, where fp = 4fg. As this has caused some confusion, fp has
replaced almost all occurrences of 4f.

In section 2.5.2.5 a closing bracket has been added to equation (2.35).
In equation (2.47a) the leading and ending brackets are removed.

In section 2.5.3.2 some equations have been corrected, viz.:

— Inequation (2.58) the parameter ¢, . ; has been removed, because its value equals
one according to the assumption of vapour outflow in step 1.

— In equation (2.59) the parameterpy, is incorrect and has been replaced by p, .

— Equation (2.60c) denoting the surface tension has been added.

— At the right hand side of equation (2.65) the parameter fy,, is incorrect and has
been replaced by fgy 1.

— In equation (2.68a) the first bracket under the square root sign has been replaced
to in front of the gravitational acceleration g.

— In equation (2.98) two brackets have been added.

— On page 2.95 some correlations for the parameters C,, and Cg, from the TPDIS
model have been added.

In section 2.5.3.6 the equations (2.118) have been modified and the constants C have
been corrected. The same holds for equation (2.128b).

In section 2.5.4.2 the discharge coefficient for a ruptured pipe has been added
(equation (2.197d)), as well as equation (4.198) denoting the pressure drop in a pipe.

In section 2.5.5 the equations (2.202) and (2.202a) have been modified by adding
two brackets enclosing the last multiplication.
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In chapter 2.6 (calculation examples) the results of some examples have been

corrected.

In section 2.6.2.1 table 2.3 has been replaced.

In section 2.6.2.2 the input parameter ‘Vessel volume’ has been added and the

resulting mass flow at t equals zero seconds has been adjusted. Furthermore table 2.4,

containing incorrect and irrelevant data, has been removed.

In section 2.6.2.3 the input parameter ‘Initial density’ has been added and the

resulting mass flows have been corrected. Furthermore all the computational steps

described on page 2.132 have been corrected, i.e.

— Equation (2.24) has been added.

— Equations (2.40) and (2.41) have been corrected.

— The equation in step 6 has been corrected; two minus signs were missing in the
exponents.

In section 2.6.2.4 in the equation in the first step two brackets have been added.

Furthermore the results have been adjusted.

In section 2.6.3.2 the value for the surface tension has been corrected, as well as the

output values. Equation (2.59) was incorrect and has been modified, cf. this equation

on page 2.79. Furthermore table 2.6, containing incorrect and irrelevant data, has

been removed.

In section 2.6.3.3 the resulting output values have been corrected and table 2.7 has

been removed. This table presented data from a rather slow iterative calculation,

while it is preferred to search for the maximum using a maximum finder e.g. the

Golden Section Search method.

In section 2.6.3.4 table 2.5 has replaced the former incorrect table 2.8.

In section 2.6.3.5 table 2.6 has replaced the former incorrect table 2.9. Furthermore

all calculation steps have been reviewed and the results have been corrected where

appropriate. The former figure 2.13 has been removed.

Also in section 2.6.3.6 the various results in the calculation steps have been corrected.

In section 2.6.4.1 the output results have been corrected and table 2.8 has replaced

the former incorrect table 2.11.

In section 2.6.4.2 the computational procedure has been modified. The former

procedure tried to find the actual liquid mass flow by iterating on the Reynolds

number. It is more straightforward to iterate on the mass flow itself, preferably using

a root finder. The new approach has been described. Furthermore the output result

has been corrected and the former table 2.12 has been removed.
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List of symbols Chapter 2

exit cross-sectional area (2.1b)

jet cross-section after flashing (2.1b)
cross-sectional area hole (2.22)

jet cross-section after evaporation
droplets (2.167)

cross-sectional area pipe (2.31)

area ratio (2.49)

normal liquid surface in the vessel (2.58)
area ratio defined by (2.134b)

radius (2.6)

cloud radius (2.177)

exit radius (table 2.4)

jet or cloud radius after flashing (2.6)
jet or cloud radius after evaporation
droplets (2.176)

molar or volume fraction (2.159)

atmospheric concentration (2.214)

c after expansion to ambient windspeed (2.179)
c after evaporation droplets (2.155)

molar fraction of water (2.159)

molar fraction of water vapour (2.159)
arbitrary constant (2.32)

arbitrary constant (2.33)

combined Arrhenius’ and Arnolds’

constant (2.67)

volume ratio parameter in TPDIS (2.103)
constant Diers model (2.59)

constant in Diers model (2.62a)

polynomial constants in Morrow’s model (2.129a)
density ratio parameter in TPDIS (2.104)
polynomial constants in Morrow’s model (2.118a)
blow-down correction factor (2.48)

contraction coefficient (2.27)

discharge coefficient (2.22)

constant related to droplet size (2.143b)
friction coefficient (2.27)

artificial constant in Tam’s model (2.137a)
specific heat at constant pressure (2.26)
specific heat liquid phase at constant

pressure (2.77)

correction factor for initial mass flow rate (2.137b)
specific heat at constant volume (2.18)
constant of decay in Tam’s model (2.131)
constant (2.3)

subconstant in Tam’s model (2.134)

auxiliary variable (2.68a)

constant (2.2)

(N/m?)-m3©

kmoll/G‘Kl/Zlml’Z

J(kg-K)

J(kg-K)
)
J(kg-K)
1/s

1/K

m
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constant Walden’s rule (2.66)

droplet diameter (2.143a)

hole diameter (2.208)

(inner) pipe diameter (2.31)

vessel diameter (2.68b)

droplet diameter at ground level (2.151)
maximum rain-out droplet (2.148)
radius ratio defined by (2.134a)
diffusion coefficient (2.144b)

toxic load (2.214)

Darcy friction factor defined by (2.201a)
Fanning friction factor (2.204)

function of pressure(2.118)

function of pressure (2.127)

function of pressure (2.129a)

function of pressure (2.128a)

flow dependent parameter in Diers model (2.65)
flow dependent parameter in Diers model (2.65)

gravitational acceleration (2.68A)
mass flux (2.94)

fluid height (2.93)

height leak in vessel (par. 2.6.3.1)

liquid height (2.70)

pipe inlet height (2.96)

pipe height at end of second flow regime (2.96)
pipe outlet height (2.105)

height difference in third regime (2.105)
source height (2.148)

specific enthalpy (2.4)

specific enthalpy at exit conditions (2.1a)
specific enthalpy after flashing (2.1a)
specific enthalpy after evaporation
droplets (2.156)

specific enthalpy of liquid (2.116)

specific enthalpy of vapour (2.140)

idem at initial storage temperature (2.116)
specific enthalpy at initial conditions (2.5)
height difference during the flow (2.96)
head loss defined by (2.202)

time-step counter

droplet evaporation coefficient (2.146)
resistance coefficient defined by (2.209)
pipe length (2.31)

length cylinder (par. 2.6.3.1)

3

3333383

m?/s
(kg/m®)"-s
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Ly

I—v,w
LN(X)
LOG(x)
Al

heat of vaporisation (2.66)

heat of vaporisation of water (2.161)
natural logarithm of argument x
common logarithm of argument x
distance along the pipe from rupture to
interface (2.126)

number of moles (2.9a)
number of time-steps (2.12)

pressure ratio (2.47b)

critical flow pressure ratio (2.47d)
final pressure ratio (2.47c)

(absolute) pressure (2.8)

ambient (atmospheric) pressure (2.1b)
critical pressure of the chemical (2.11a)
exit pressure in the pipe (2.1b)
(hydraulic) liquid pressure (2.195)
upstream pressure at interface (2.46)
external pressure above liquid (2.195)
reduced pressure (2.11)

Prandtl number (2.144c)

saturated vapour pressure (2.1d)
initial pressure (2.95)

corrected pressure (2.118¢)

pressure drop (2.29a)

mass flow (discharge rate) (2.14)

exit flow rate (2.121)

initial mass outflow (discharge) rate (2.35)
initial mass flow rate vapour only (2.82)
(total) mass content (2.83)

heat transferred into a system (2.18a)
liquid mass (2.71)

initial total mass content (2.35)

vapour mass (2.72)

initial vapour mass (2.81)

gas constant (2.9a)
Reynolds number (2.98)
relative humidity (2.157)

circumference of a pipe (2.208)
specific entropy of liquid phase (2.111)
specific entropy of vapour phase (2.111)

time from the start of the outflow (2.12)

time when droplet reaches the ground (2.150)

duration vapour blown-out (2.81)

time constant in the Wilson model (2.35)
maximum time validity model (2.42)
duration release remaining liquid (2.130b)

JIkg
Jkg

J/(mol-K)

m
I(kg-K)
I(kg-K)

w un nu nu n n
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absolute temperature (2.8)

critical temperature of a chemical (2.11b)
droplet temperature (2.146)

temperature after expansion to ambient (2.178)
exit temperature (2.113)

temperature after evaporation droplets (2.155)
melting point (2.113)

shatter temperature limit (2.3)

normal boiling point (2.1d)

initial temperature (2.39c)

reduced temperature (2.11)

triple point temperature (par. 2.2.3.3)

initial sub-cooling (par. 2.3.4.4.2)

(fluid) velocity (2.6)

wind speed (2.177)

bubble rise velocity (2.59)

gas velocity (2.204a)

droplet free fall velocity (2.145)

fluid velocity at exit (2.1a)

fluid velocity after flashing (2.1a))

fluid velocity after evaporation droplets (2.166)
speed of sound (2.39a)

speed of sound in liquid (2.122)

speed of sound in vapour (2.120)

velocity liquid phase (2.114)

superficial (average) vapour velocity (2.58)
dimensionless superficial velocity (2.61)
minimum value uy, for bubbly flow (2.62a)
minimum value uy,g for churn flow (2.62c)
internal energy of the gas (2.18a)

specific volume (2.8)

specific volume fluid (2.93)

fluid specific volume at the outlet (2.103)
specific volume at resistance site (2.108)
specific volume of the liquid phase (2.95)
specific volume vapour (2.110)

critical volume (2.11d)

vessel volume (2.71)

V after expansion to ambient windspeed (2.177)
cloud volume after flashing (2.171)

cloud volume after evaporation droplets (2.176)
expanded ‘liquid’ volume in the vessel (2.69)
initial liquid volume in the vessel (2.69)
pipeline volume (2.136)

reduced volume (2.11d)

Weber number (2.142)

length variable along the pipe (2.97)
distance to the source (2.210)

compressibility factor (2.10a)

AAAARAARARAARARAAAN

AR
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Greek symbols

B isothermal compressibility (2.7)

Y specific heat ratio (Poisson ratio) defined by (2.26)
€ wall roughness (2.40)

L dynamic viscosity of liquid phase (2.102)

Ny dynamic viscosity of vapour phase (2.102)

Np dynamic viscosity two-phase fluid (2.101)

A thermal conductivity (2.144c)

Ui molecular mass (weight) chemical i (2.9b)

g liquid fraction in vessel (2.84)

p density (2.9¢)

PE average fluid density (2.91)

PL liquid density (2.59)

Prp density two-phase fluid (2.101)

Pv vapour density (2.58)

Pe density at exit (2.1b)

Ps density after flashing (2.1b)

Pj density after evaporation droplets (2.176)

o surface tension (2.59)

Oy downwind dispersion parameter (2.210)

C constant (2.33)

Ter dimensionless sonic blow-down time (2.46)

T specific volume ratio defined by (2.108)

T dimensionless subsonic blow-down time (2.47a)
Ty time constant in Weiss model (2.43)

v, kinematic viscosity of air (2.145)

v liquid kinematic viscosity (2.67)

Vy vapour kinematic viscosity (2.67)

) filling degree vessel (2.63)

Om.e quality (mass fraction vapour) at the exit (2.58)
D, quality (mass fraction vapour) (2.92)

D¢ quality (mass fraction vapour) after flashing (2.2)
D, void fraction (2.62a)

Dy oy average void fraction (2.63)

P outflow coefficient (2.22)

Mathematical symbols

C general constant

AX change in quantity X

OX small change in quantity X
dx differential of X

aX partial differential of X

Note: the numbers between brackets refer to equations.

m?/s
m?/s
m3/m3
ka/kg
ka/kg
ka/kg
m3/m3
m3/m3
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Glossary of terms

critical flow

critical temperature

entropy

enthalpy

flashing or flash evaporation

flow

fluid

head loss

physical effects models

piping

The critical (choked) outflow is reached when
the downstream pressure is low enough for the
stream velocity of the fluid to reach the sound of
speed in the mixture, which is the maximum
possible flow velocity.

The highest temperature at which it is possible to
have two fluid phases of a substance in
equilibrium: vapour and liquid. Above the
critical temperature there is no unambiguous
distinction between liquid and vapour phase.

Thermodynamic quantity which is the measure
of the amount of energy in a system not available
for doing work; the change of entropy of a system
is defined by AS = [dqg/T.

Thermodynamic quantity that is the sum of the
internal energy of system and the product of its
volume multiplied by its pressure: H=U + P-V.
The increase in enthalpy equals the heat
absorbed at constant pressure when no work is
done other than pressure-volumetric work.

Part of a superheated liquid that evaporates
rapidly due to a relatively rapid depressurisation,
until the resulting vapour/liquid-mixture has
cooled below boiling point at the end pressure.

Transport of a fluid (gas or liquid or gas/liquid-
mixture) in a system (pipes, vessels, other
equipment).

Material of any kind that can flow, and which
extends from gases to highly viscous substances,
such as gases and liquids and gas/liquid-
mixtures; meaning not fixed or rigid, like solids.

A measure for pressure drop related to the
hydraulic liquid height.

Models that provide (quantitative) information
about physical effects, mostly in terms of heat
fluxes (thermal radiation), blast due to
explosions, and environmental (atmospheric)
concentrations.

Relatively short pipes in industrial plants.
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pipelines Relatively long pipes for transportation of fluid
chemicals.

pressurized liquified gas (pressure liquefied gas)
Gas that has been compressed to a pressure
equal to saturated vapour pressure at storag
temperature, so that the larger part has
condensed to the liquid state

quality The mass fraction of vapour in a liquid-vapour
mixture (two-phase mixture).

release (synonyms: outflow, discharge, spill)
The discharge of a chemical from its
containment, i.e. the process and storage
equipment in which it is kept.

saturation curve Saturation pressure as function of the (liquid)
temperature.
saturation pressure The pressure of a vapour which is in equilibrium

with its liquid; also the maximum pressure
possible by vapour at given temperature.

source term Physical phenomena that take place at a release
of a chemical from its containment before
entering the environment of the failing
containment, determining:

— the amount of chemical entering the
surroundings in the vicinity of the
containment, and/or release rate and
duration of the release;

— the dimensions of the area or space in which
this process takes place, including height of
the source;

— the thermodynamic state of the released
chemical, such as concentration, tempera-
ture, and pressure;

— velocities of the chemical at the boundaries of
the source region.

source term model Models that provide (quantitative) information
about the source term, to be input into a
subsequent physical effect model.

specific volume Volume of one kilogram of a substance;
reciprocal of density p.

superheat The extra heat of a liquid that is available by
decreasing its temperature, for instance by
vaporisation, until the vapour pressure equals
that of its surroundings.
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triple point

two-phase flow

vapour

void fraction

A point on a phase diagram representing a set of
conditions (pressure P3, and temperature Tg,),
under which the gaseous, liquid and solid phase
of a substance can exist in equilibrium. For a
pure stable chemical the temperature and
pressure at triple point are physical constants.

Flow of material consisting of a mixture of liquid
and gas, while the gas (vapour) phase is
developing due to the vaporisation of the
superheated liquid during the flow, caused by
decreasing pressure along the hole or pipe due to
the pressure drop over the resistance.

Chemical in the gaseous state which is in
thermodynamic equilibrium with its own liquid
under the present saturation pressure at given
temperature.

The volume fraction of vapour in a liquid-vapour
mixture (two-phase mixture).

Note: Some definitions have been taken from Jones [1992], AIChE [1989] and

Webster [1981].
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2 Outflow and Spray release

2.1 Introduction

Many hazardous materials are stored and transported in large quantities in
gaseous and, usually, in liquid form, refrigerated or under pressure.
Incidental releases of hazardous materials can arise from failures in the process or
storage equipment in which the hazardous substance is kept in a safe condition.
Initiating events are either system internal or system external. Internal causes may be
subdivided into those arising from departures from design condition during operation
and those from human error in operation. External causes could be, for instance,
failure through mechanical impact, natural causes, corrosion and domino effects
which are events arising at one plant affecting another.
Releases may also be necessary for the operation of a process.
The release of a material depends on:
— the physical properties of the hazardous material;
— the process or storage conditions;
— the way the (accidental) decontainment takes place, and,
— possible subsequent mechanical and physical interaction with the environment.

The state of aggregation of a chemical is determined by its physical properties, and
the process or storage conditions, i.e. pressure and temperature in the containment.
For mixtures of chemicals also the composition has to be known.

The Yellow Book deals with gases and liquids, so the following process conditions are
considered, as usual:

1. compressed gas,

2. pressurised liquefied gases,

3. liquids.

Incidental releases from containment systems range from slow discharge through a
small pinhole failure to rapid discharge resulting from a major rupture of a
containment; Jones [1992].

During and after a release, the released material, gas or liquid, may interact with the
immediate surroundings in its own specific way, also depending on the process
conditions. These interactions have a direct effect on the (thermodynamic) state of
the hazardous material entraining into the surroundings. The released material may
form a liquid pool, or may be dispersed into the atmosphere or into a water body, or
may be ignited immediately.

The models in this chapter ‘Outflow and Spray Release’ may act as a source term

model to provide (quantitative) information about the so-called source term, such as:

— the amount of material entering the surroundings in the vicinity of the failing
containment;

— the dimensions of the area or space in which this process takes place;

— the thermodynamic state of the released chemicals: concentration, temperature,
and pressure;

— velocities of the outflowing chemical at the boundaries of the source region.
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These results may be used for further calculations as input for subsequent physical
effect models, described in chapter 3 ‘Pool evaporation’, in chapter 4 ‘Vapour Cloud
Dispersion’, and in chapter 6 ‘Heat flux from fires’.

In the following sections, release phenomena of gases/vapours and liquids under
various conditions will be addressed. Each section will treat the subject from another
perspective.

Section 2.2 provides the principles and basic understanding of the phenomena of
outflow and spray release. It will address the applied thermodynamics and transport
laws.

Section 2.3 provides an overview of methods and models published in open literature
regarding the estimation of the characteristics of releases: release rates, temperatures
of the released chemical, etc.

In section 2.4 the considerations will be elucidated that have led to the selection of
the recommended models.

Section 2.5 provides complete detailed descriptions of the recommended models and
methods. Whenever calculations or analyses have to be made, all necessary
information can be found in this chapter, except for the physical properties of the
chemical.

Section 2.6 provides examples in using the selected models and methods.

In section 2.7 the interfacing of other models, i.e. the necessary transformation of the
results, will be addressed.

Finally, in section 2.8 general considerations are given about the models and methods
presented and present gaps in the knowledge about outflow and spray release.
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2.2 Phenomenon of outflow

2.2.1 Introduction to section 2.2

Section 2.2 provides the principles and basic understanding of the
phenomenon of outflow (and spray release).
The outflow through an opening in a containment is mainly controlled by:
1. The pressure in the containment and the resistance to flow through the opening,
and,
2. The state of aggregation of the chemical: gas, liquid, or vapour/liquid-mixture.

The different modes of a release can be divided in:
1. Transient releases (outflow), and,
2. Instantaneous releases.

The effect of pressure and resistance is briefly addressed in subsection 2.2.2.

The influence of the aggregation state of the outflowing fluid chemical is explained in
subsection 2.2.3.

In subsection 2.2.4 mainly the distinction between stationary and non-stationary
outflow is addressed in detail, determining the concept of modelling.

2.2.2 Pressure and resistance

The driving force for outflow of a material from a containment is the
pressure difference between the containment and the ambient.
Such overpressure may exist because of:
1. gas compression,
2. saturated vapour pressure at storage temperature, or,
3. hydraulic liquid height.

The pressure difference has to overcome the wall friction due to flow in pipes and pipe
fittings. Friction causes a pressure drop depending on the roughness of the pipe wall
and the shape of the pipe fittings. Friction factors relate the pressure drop caused by
friction to the characteristics of the pipe, such as pipe diameter and roughness of the
inner pipe wall, and the flow velocity and the viscosity of the fluid.

In general the outflow rate of fluids will increase if the pressure difference over the
hole or pipe increases, and thus also the stream velocity. Flow of compressible fluids,
like gases and vapour/liquid-mixtures (two-phase mixtures) may become critical.
The so-called critical (choked) outflow is reached when the downstream pressure is
low enough for that the stream velocity of the fluid to reach the speed of sound in the
mixture, which is the maximum flow velocity possible. For a given constant upstream
stagnation state, further lowering of the downstream pressure does not increase the
mass flux, but will only lead to steep pressure drops in the opening to the ambient.
When the upstream pressure increases, the critical mass flow rate (kg/s) will increase
but only due to the increasing density of the outflowing chemical.
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If the pressure in the outlet is higher than the ambient pressure, the flow is called
choked. If these pressures are (nearly) equal, the flow is non-choked. It is customary
to use ‘choked flow’ and ‘critical flow’ as synonymes.

2.2.3 Thermodynamic state of the stored chemical

The state of aggregation of a chemical is determined by its physical
properties and the process or storage conditions, i.e. pressure and temperature in the
containment. For mixtures of chemicals also the composition has to be known.

This book deals with gases and liquids, and so the following different process
conditions are considered, as usual:

1. compressed gas,

2. pressurised liquefied gases,

3. liquids.

2.2.3.1 Gases

‘State of aggregation of chemical or mixture of chemicals that is fully in the
gaseous state under the present pressure and temperature; gases have neither independent
shape nor volume [Webster, 1981].’

If the temperature T of a chemical is higher than its critical temperature T, it will be
a gas. Below the critical temperature the chemical may still be a gas if the pressure P
is lower than the saturated vapour pressure P,’(T). Increasing the pressure above its
saturated vapour pressure at given temperature, forces the chemical to condensate.

2.2.3.2 Liquids

‘State of aggregation of a chemical or mixture of chemicals, in which it has a
definite volume but no definite form except that given by its container [Webster, 1981].’

If a chemical has a temperature between its boiling point Tg(P) at given (partial)
pressure P and its melting point T, it will be in the liquid state. Often these liquids
are called non-boiling liquids, to distinguish them from the liquid phase apparent in
stored pressurised liquefied gases.

It must be mentioned, however, that the mere fact of boiling or not boiling of the
liquid is not relevant for outflow. Just the fact that the vapour pressure of a (non-
boiling) liquid may be neglected if it is less than atmospheric, is relevant.
Refrigerated liquefied gases (just) below atmospheric pressure are also non-boiling
liquids.
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2.2.3.3 Pressurised liquefied gases

‘Chemical in the liquid state which is in thermodynamic equilibrium with its own
vapour under the present saturation pressure at given temperature, higher than the
atmospheric pressure.’

The usual term ‘pressurised liquefied gases’ refers to a state in which a liquid
chemical, i.e. the condensed ‘gas’, is in thermodynamic equilibrium with its own
vapour, and thus at saturation pressure at given temperature: P=P,’(T).
The use of the terminology about ‘gases’ and ‘vapours’ used in this respect may be a
little awkward, but will be maintained while commonly used in practice.

A so-called ‘pressurised liquefied gas’ is basically a two-phase system in which the
vapour phase is in thermodynamic equilibrium with the liquid phase. This liquid-
vapour equilibrium may exist along the saturation curve: the storage temperature
must be between the critical temperature T and the triple point temperature T, of
the chemical.

2.2.3.4 Influence of thermodynamic state of the stored chemical

The different thermodynamic states a chemical can have, have a major
influence on the outflow in two ways. First, the magnitude of the mass outflow rate
is very dependent on the aggregation state of the fluid. Secondly, the thermodynamic
state of the chemical in the vessel determines to a great extent the way in which the
vessel will react to the loss of material resulting from the outflow.

Mass flow rate

The diagram in figure 2.1 gives possible leak rates per unit of effective leak cross-
section for (non-boiling) liquids, pressurised liquefied gases and gases over a range in
pressure difference from 0.05 up to 2000 bar (5-103-2:108 N/m?). The different
curves clearly show the strong pressure dependence of gas flow, and the fact that
liquid leaking rates are 10-20 times higher than gas mass flow rates [Pilz, 1976].
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Figure 2.1 Mass flow rate versus pressure difference for flow of
gases, vapours and liquids through an orifice [Pilz, 1976]

Two-phase flow

Beside gas flow and liquid flow, a so-called two-phase flow may be apparent.

In general a ‘two-phase flow’ is basically a fluid flow consisting of a mixture of two
separate phases, for instance water and oil, or water and air.

In this chapter we consider only two-phase flows of a pure, single chemical.

Such two-phase flows may develop when a pressurised liquefied gas flows through a
pipe and the local pressure in the pipe becomes lower than the saturation pressure of
the flowing liquid, due to decrease of pressure along the pipe due to friction.

Then the liquid becomes superheated and a gas phase may appear due to vaporisation
of the liquid.

The most important factor in the two-phase flow is the volumetric void fraction of
vapour in the liquid (or its mass equivalent: quality). The quality determines to a large
extent the mass flow rate and the friction in the pipe.

The largest possible discharge rate is obtained with a pure liquid phase flow. For a
two-phase discharge the mass flow rate may be substantially smaller, due to the
increased specific volume of the fluid.

Two-phase flow occurs if a pressurised liquefied gas is flowing in a pipe. This is a
complex physical process, and a concise description of the process will be given here.
Liquid, from the liquid section of the vessel filled with pressurised liquefied gas,
accelerates into the pipe entrance and experiences a pressure drop. Regarding initially
saturated liquids which are per definition in thermodynamic equilibrium with their
vapour phase, this pressure drop creates a superheated state and nucleation bubbles
are formed, when the pressure decreases below the saturation pressure.

2.22



CPR 14E

Chapter 2 of the “Yellow Book’

The (rapidly) vaporising liquid (flashing) is part of a bubble formation process in
which subsequently the formation of vaporisation nuclei, bubble growth and bubble
transport take place. The flashing process is related to the vaporisation of liquid
around nuclei and the hydrodynamics of the liquid under thermodynamic non-
equilibrium conditions. Vaporisation nuclei develop under the influence of micro-
cavitation at the pipe surface on the inside, as shown in figure 2.2.

Figure 2.2 Flash vaporisation of a pressurised liquefied gas in a pipe [Yan, 1990]

The driving force for liquid evaporation is therefore its excessive temperature above
the saturation curve corresponding to the local pressure. Evaporation is usually
considered to occur at the liquid bubble interface, and bubbles may continue to form
downstream. Further continuous pressure losses arise due to liquid wall friction and,
more importantly, due to the evaporation process. As a result, the degree of superheat
tends to increase and consequently also the evaporation rate. In addition, the
expanding bubbles begin to interact and coalesce and adopt different heat and mass
transfer modes: bubble flow, churn turbulent flow.

In many flows the evaporation proceeds to a point where the liquid is forced to the
pipe walls and the gas occupies a rapidly moving core: annular flow.
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Figure 2.3  Schematic of superheated liquid pipe flow [Ewan, 1988]

In critical flows, the acceleration has progressed to the point where the flow is choked,
which is characterised by very steep pressure gradients located at the pipe exit, where
the pressure is above ambient.

The maximum fraction of pressurised liquefied gas that may flash (vaporise) occurs
when the final pressure is equal to the atmospheric pressure. During flashing, the total
entropy of the fluid is conserved. Often it is assumed that the fluid is in a saturated
state initially and finally, and the fluid is initially pure liquid (quality ®,, o = 0). The
final temperature of the fluid leaving the pipe, is the boiling point temperature.

In choked isentropic pipe flow the vapour fraction of the fluid at the exit is always
smaller than the maximum flash fraction, because the exit pressure is higher than the
atmospheric pressure for choked (critical) pipe flow. Small qualities correspond to a
partial flashing process in which the exit pressure is substantial.
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Note that although the discharged fluid is mostly liquid on the basis of mass, it is
mostly vapour on the basis of volume. The qualities of a few per cent correspond to
vapour volume fractions larger than 90%. Clearly, this is due to the fact that the
density of liquid is two to three hundred times higher than the density of vapour
[Kukkonen, 1990].

Behaviour vessel content (“vessel dynamics’)

For gases the position of the opening in the containment is irrelevant in general,
although depressurising gas mixtures may partially condensate on the wall of the
containment, resulting in a liquid pool at the bottom.

In case of a pressurised liquefied gas, a rapid depressurisation causes the liquid in the
vessel to flash, which means that due to a relatively rapid depressurisation part of a
superheated liquid evaporates rapidly until the resulting vapour/mixture is cooled
below boiling point at the end pressure. Due to the development of vapour bubbles
in the stored liquid (‘champagne-effect’) the liquid phase seems to expand,
necessitating a redefinition of liquid height.

If the expanded liquid rises above the hole in the tank, a two-phase flow will be
apparent through the hole in the tank.

The level swell is illustrated in figure 2.4.

flow
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Figure 2.4 lllustration of level swell in a depressurizing vessel filled
with pressurised liquefied gas [Wilday, 1992]

It might not be realistic to expect a homogeneous rise of the liquid level in the vessel.
During the blow down of the vapour, initially apparent in the vapour section of the
vessel, liquid might be dragged along through the opening.

However, little data exist for the transient void fraction in the vent line during rapid
depressurisation. Experiments have been carried out in which the blow-down times
were less than two seconds [Bell, 1993]. It was concluded that the quality inside the
vent line, based on the calculated vessel-average values, was much less than the
experimentally determined values. This effect may compensate neglected apparent
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liquid dragged along with the vapour stream.

Altogether it may be concluded, that the some-what idealised approach of having a
blow-off of the vapour initially apparent, until the swelled liquid has risen above the
opening in the vessel, may be not too bad an approximation.

So, for pressurised liquefied gases the relative height of the liquid level above the
outflow opening in the containment is a crucial factor in determining the initial
quality of the outflowing material from the vessel:

1. (Small) hole in vapour space of the vessel

well above liquid level: —  vapour outflow
2. Hole in vapour space just above liquid level: —  two-phase flow
3. Hole in liquid space well below liquid level: —  liquid outflow

In case of pressurised liquefied gases and non-boiling liquids the shape of the vessel
should be taken into account for estimation of the liquid height. This height might be
of importance for the relative height of the hole or pipe connection and the hydraulic
pressure.

Liquids will flow out as long as the liquid level is higher than the opening.

2.2.4 Release modes

Incidental releases from containment systems range from slow discharge
through a small pinhole failure to rapid discharge resulting from a major rupture of a
containment [Jones,1992].

In case a vessel has been damaged to a minor extent, this results in a small opening
to the environment leading to relatively small outflow rates compared to the total
amount of hazardous material in the process. This opening could be a crack or hole
in the vessel wall, or could be a rupture of connected piping with a relatively small
diameter. Depending on the ratio between the (initial) transient outflow rate and the
total mass of chemical stored, a transient outflow has to be regarded as non-stationary
or as (quasi-)stationary.

In general for outflow from vessels through a hole and through piping, the flow can
be considered to be stationary, meaning that the outflow is (fully) controlled by the
(stagnant) upstream pressure and the downstream pressure.

If the conditions upstream are changing gradually in time, the flow may be considered
guasi-stationary, meaning that the outflow rate is changing in time only because the
conditions upstream are changing.

The vessel can also be ruptured totally. This causes the content, at least the larger part
of it, to be released into the environment in a relatively short time. This type of release
may be regarded as instantaneous. Instantaneous releases of pressurised liquefied
gases will be considered in the paragraph dealing with spray release. Different release
types are illustrated in figure 2.5.
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Figure 2.5  llustration of some conceivable

release mechanisms [Kaiser, 1988]

In case of ruptured pipelines the flow in the pipeline will not be stationary during the
larger part of the outflow, meaning that the outflow is not being controlled by the
(stagnant) conditions of both pipe ends only, but will also be a function of time after
the rupture itself.
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2.3 General overview of existing models

2.3.1 Introduction to section 2.3

Section 2.3 provides an overview of methods and models for estimation of
the characteristics of releases: release rate and thermodynamic state of the released
chemical.

In the previous section the following different process conditions have been
considered:

1. compressed gas,

2. pressurised liquefied gases,

3. (non-boiling) liquids.

The main structure of this section will be along this classification.

In the previous section also the following release modes have been distinguished:

1. outflow from vessels,

2. outflow from pipelines,

3. total rupture of vessels.

For each process condition these three different release modes have to be addressed.

While the way of modelling of the different release modes is typical for every process
condition, the general features of the approaches concerning the different release
modes will be explained in subsection 2.3.2 first.

In subsection 2.3.3 the outflow of compressed gases will be explained, in subsection
2.3.4 the outflow of pressurised liquefied gases and in subsection 2.3.5 the outflow of
(non-boiling) liquids.

In general physical properties are required to perform the calculations. For the
calculations of the mass flow rate for flow in pipes, friction factors are required.
Finally, in subsections 2.3.6 and 2.3.7 these two topics will be briefly addressed.

2.3.2 Release modes

2.3.2.1 Quasi-stationary flow from vessels

For outflow through relatively small holes in a vessel wall or in piping the
flow may be considered to be quasi-stationary, as the vessel conditions change
relatively gradually. Transient conditions in the hole or pipe may be neglected.

The flow of a chemical out of a containment with a large capacity relative to the

outflow rate, can be described by two coupled independent sub-models:

1. a sub-model ‘vessel dynamics’ that describes the dynamic behaviour of the
material stored in the containment,

2. a sub-model ‘outflow’ that predicts the outflow rate and the conditions of the
outflowing material as function of the conditions in the containment.

2.29



The independency of the ‘outflow’ and the ‘vessel dynamics’, makes it possible to

estimate the change of the vessel conditions, regardless whether:

1. the outflow of materials goes through piping or through a hole in the vessel wall,

2. the gas outflow is critical or sub-critical (choked or non-choked),

3. the loss of containment is due to a one-phase outflow through a hole in the vessel
wall or a two-phase flow in a pipe, etc.

The sub-model ‘vessel dynamics’ covers the changes of pressure, temperature, and
mass content in the vessel caused by the outflow of material.

The changes of the conditions in the vessel may be estimated for small steps, i.e.
sufficiently short periods of time, assuming the outflow rate and physical properties
of the stored material to be constant.

This approach accommodates handling of discontinuities in the behaviour of the
vessel content, like the ‘sudden’ drop of the liquid level under the vessel hole or pipe
connection. In case the outflow rate effects the dynamic behaviour in the tank then
for every time-step an iterative solution is still required.

The dependency of physical properties of temperature and pressure in the vessel can
easily be taken into account, avoiding analytical approximations.

Usual assumptions made are thermodynamic equilibrium, isentropic processes, and
homogeneous liquid and vapour or gas phases in the vessel.

A process is called isentropic when it is adiabatic and thermodynamic reversible. The
assumption of adiabatic process may be a good approximation for relatively badly
isolated systems when the quantity of mass flowing through is so big that any heat
exchange can be neglected.

2.3.2.2 Non-stationary flow from pipelines

In case of a rupture of a pipeline the flow in the pipe itself is non-stationary.
The flow is controlled by the initial conditions in the pipeline apparent before the
rupture, the ambient conditions, and the time passing after the rupture.
The models may be distinguished according to the different process conditions
1. gas pipelines,
2. liquid pipelines,
3. pipelines with pressurised liquefied gases.
For non-stationary flows the usual assumptions regarding thermodynamic
equilibrium can not be made without careful examination.

2.3.2.3 Total rupture of vessels: instantaneous releases

The physical phenomena playing a roll with instantaneous release of gases
and (non-boiling) liquids are incorporated in ‘subsequent’ models, respectively
vapour cloud dispersion (chapter 4) and pool evaporation (chapter 3), and will not be
addressed in this chapter.

The instantaneous release of pressurised liquefied gases is not trivial and independent
modelling exist. This topic will be addressed in the subsection 2.3.4.7

2.30



CPR 14E

Chapter 2 of the “Yellow Book’

2.3.3 Compressed gases

2.3.3.1 Introduction to compressed gases

The (out-)flow of gases through holes and in pipes, and the dynamic
behaviour of a (adiabatic) expansion of a compressed gas in a vessel, have been well
established for many years. The governing equations can be found in any handbook
on this matter.

2.3.3.2 Vessel dynamics compressed gas

Due to the outflow of gas out of a containment (vessels or pipelines), the
remaining gas rapidly depressurises and will expand. This inevitably leads to a
reduction in the temperature of the gas and the vessel itself. In case of gas mixtures
less volatile components may condensate [Haque, 1990].

Applying the first law of thermodynamics, using the definition of volumetric work
done by an expanding gas and of equations of state for (non-)perfect gases, enables
the prediction of the decrease of pressure and temperature during the outflow.

This will result in an adequate description of the vessel dynamics as will be described
in section 2.5.

2.3.3.3 Gas flow through holes and piping

Well-known relations for the stationary outflow through orifices and
through pipes exist. In the previous edition [YellowBook,1988] models for critical
and non-critical gas flow through holes have been given, together with laminar and
turbulent flow of fluids (i.e. gases and liquids). These models will be described in
section 2.5.

Vapour flow

The models for outflow of gas through holes and through piping are also valid for pure
vapour flowing out of the vapour section in the containment for vaporising
pressurised liquefied gases.

2.3.3.4 Non-stationary gas flow in pipelines

Non-stationary gas flow after a full bore pipeline rupture

The previous edition of the YellowBook [1988] describes an approximate solution of
the set differential equations governing the non-stationary gas flow after a full bore
pipeline rupture by linearisations and applying perfect gas law. The time-dependency
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of the outflow is treated by assuming a so-called expansion zone which, after full bore
rupture, starts moving with the speed of sound in the pipeline in the opposite
(upstream) direction. This model has not been validated.

Both Olorunmaiye [1993] and Lang [1991] describe two rather complex models with
corresponding numerical solution procedures. Assumptions made are: one-
dimensional flow, friction term as in steady flow, isothermal or adiabatic flow, perfect
gas.

Lang [1991] describes the flow in the gas pipeline after breakage by solving the mass
balance and momentum differential equation using the spectral method with
Legrendre-polynomials.

Olorunmaiye [1993] recognises the conservation equations for mass and momentum
to form a set of hyperbolic partial differential equations, and solves them with a
numerical method of characteristics.

Hanna [1987] gives the empirical correlation of Bell, as reformulated by Wilson. The
Wilson model predictions for the mass flow rate of methane from a pipeline are quite
similar to those of the Gasunie-model.

Non-stationary gas flow in pipelines through small holes

In Weiss [1988] an empirical correlation has been given for small leakages in
pipelines, which has been validated against complex models.
This correlation for small holes in pipelines is the only model found in open literature.

2.3.4 Pressurised liquefied gases

2.3.4.1 Introduction to pressurised liquefied gases

After a (sudden) depressurisation the liquid in the vessel will flash, and due
to the presence of vapour bubbles in the tank the liquid section will expand
(‘champagne effect”), necessitating a redefinition of liquid height.

When the expanded liquid rises above the hole in the tank a two-phase flow will be
apparent through the opening in the tank, in stead of a pure vapour outflow.
Quialitatively the following situations for outflow of pressurised liquefied gases from a
vessel may occur:

1. (small) hole in vapour space of the vessel well

above liquid level: vapour outflow
2. hole in vapour space near initial liquid level: two-phase flow
3. hole in liquid space (well) below liquid level: liquid outflow

So, for pressurised liquefied gases the height of the liquid level relative to the outflow
opening in the containment, is an important factor determining the initial state of the
outflowing material from the vessel, and thus the behaviour of the vessel content
(‘vessel dynamics’). In order to determine which flow type will initially be at hand,
the rise of the boiling liquid due to the bubble formation relative to the position of the
opening in the vessel should be estimated first.
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Furthermore, the outflow from the vessel may be through a hole or short pipe, or
through a pipe.

In the scheme below a survey is given of the possible situations concerning the outflow
of pressurised liquefied gas from a containment. The description of the various
situations will be according to this diagram.

Diagram 2.1 Different situations concerning the outflow of pressurised liquefied gas from
containment

I) Quasi-stationary outflow from vessel:

1) Vapour outflow (2.3.4.2.3):
a) Through hole in vessel wall
b) Through piping

2) Two-phase outflow (2.3.4.2.4):
a) Through hole in vessel wall
b) Through piping

3) Liquid outflow (2.3.4.2.5):
a) Through hole in vessel wall
b) Through piping

II) Non-stationary outflow from pipeline (2.3.4.5):

a) Due to full bore rupture
b) Through hole in pipe wall

In the following section the vessel dynamics of stored pressurised liquefied gases for
the different outflow types will be addressed first in paragraph 2.3.4.2.

The outflow through holes and piping for each of the different flow types, will be
addressed in paragraphs 2.3.4.3 and 2.3.4.4 respectively.

In paragraph 2.3.4.5 the two-phase flow in pipelines will be addressed.

2.3.4.2 Vessel dynamics pressurised liquefied gases

2.3.4.2.1 Flow type inside the vessel

Fauske [1988] gives simple criteria that may determine whether there exists
a two-phase flow inside the vessel or not. Fauske has presented simple vapour
disengagement rules for determining the release type of non-foamy materials.
Especially if the liquid is viscous (e.g. greater than 500 cP) or has a tendency to foam,
two-phase flow in the containment will be apparent [AIChE, 1989].

Melhem [1993] describes a refined DIERS-method that distinguishes different ways
of boiling in case of top venting, and relations to estimate the quality in the outflow
opening for vertical vessels. From Sheppard [1993] it appears that the analytical
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solution of the DIERS-model validates the Fauske correlation. This analytical
solution has been shown to hold for varying cross-sectional vessels.

The DIERS-model SAFIRE [Skouloudis, 1990] is a complex model requiring
extensive thermophysical data [AIChE, 1989]. However, in Sheppard [1994] it has
been concluded that the numerical DIERS-model underpredicts the void fraction for
vertical vessels for bubbly flow.

2.3.4.2.2 Void fraction in the vessel

The expansion of a rapid boiling liquid depends on the ratio of the outflow
rate and the size of the vaporisation area of the boiling liquid.
Belore [1986] gives the correlation of Mayinger to estimate the void fraction in the
expanded liquid. The void fraction or hold-up in a flashing liquid due to
depressurisation is calculated using Viecenz experimental correlation, as published by
Mayinger in 1981 [Belore, 1986].

For large atmospheric containers the liquid swell may be principally due to the boiling
two-phase boundary layer, in the absence of vapour carry-under, so the major part of
the bulk liquid remains bubble free. The two-phase flow effects for non-foamy
substances can be ignored as long as liquid entrainment at the interface is prevented
ensuring low vapour velocities. However, the present state of knowledge about the
effects of bulk liquid sub-cooling on mitigating the liquid swell permits only case by
case numerical solutions involving sizeable computer programs [Sallet, 1990,3].

The depressurisation of a pressurised liquefied gas causing bubble formation in the
liquid and thus expansion of the boiling liquid is a rather complex phenomenon.

A large computer model has been presented by Haque [1992]. Although it deals with
gas-oil-water mixtures, it demonstrates the complexity of the process by showing the
various factors that influence the behaviour of the boiling liquid in the vessel.

For instance, the heat flux between the different phases and between the vessel and
the surroundings, are taken into account. During a ‘blow-down’ large temperature
gradients in the vessel may be apparent.

2.3.4.2.3 Vessel dynamics vapour outflow (quality=1)

Vessel dynamics are mainly controlled by the evaporation of the pressurised
liquefied gas, which is assumed to be at saturated vapour pressure initially.
Due to the outflow of vapour the vessel depressurises. This causes the liquefied gas
to evaporate, and subsequently the temperature will decrease and so will the saturated
vapour pressure. More details can be found in section 2.5.

2.3.4.2.4 Vessel dynamics two-phase outflow (O<quality<1)

The model for two-phase outflow from a vessel is similar to the one for
outflow of only vapour. Additional assumptions are that the two-phase mixture in the
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vessel is considered to be homogeneous, and that the quality of the outflowing
material is identical to that of the vessel. More details can be found in section 2.5.

The quality in the vessel, and so the ratio between the vapour and liquid mass,
changes due to the evaporation of liquid in the vessel caused by the depressurisation.
Sumathipala [1990] states that the average void fraction is not representative of the
local void fraction in the vessel. The void fraction in the top of the vessel venting may
be much higher than the average value. This is demonstrated in the figure 2.6.

Also Bell [1993] concludes that the void fraction in the vent line is much higher than
in the vessel. This corresponds to a lower mass flow rate and also to a higher
volumetric flow rate. This criticism can only be coped with by applying very
complicated models.

a
rupture
disc, PRV /_ @, = 1 - HyH,
/
H,
Hg
{a}time =0 (b} after rupture disc

or PRV opens

Figure 2.6  Top venting with flashing fluid [Bell, 1993]

2.3.4.2.5 Vessel dynamics of liquid outflow (quality=0)

In this case vessel dynamics are mainly controlled by saturated vapour
pressure of the liquid at vessel temperature.
Due to the outflow of liquid the vessel depressurises. While the density of the vapour
is much lower than the liquid, a relatively small amount of liquid has to evaporate in
order to maintain the pressure, and the temperature drop will be relatively small.
The model for liquid outflow from a vessel filled with pressurised liquefied gas is quite
similar to the one for outflow of only vapour. Here it is assumed that the change of
vapour mass in the vessel is caused by evaporation of liquid only.
The estimation of the vessel conditions is similar to the model for the vapour outflow.
In addition, the new liquid height has to be estimated as a function of the remaining
liquid mass.
More details can be found in section 2.5.
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2.3.4.3 Outflow of pressurised liquefied gas through a hole in vessels

Vapour outflow

The models for outflow of gas through holes are valid for pure vapour flowing out of
the vapour section in the containment from vaporising pressurised liquefied gases.

Two-phase outflow through a hole: champagne outflow

In the previous edition of the [YellowBook, 1988] the outflow of a two-phase mixture
through a hole has been described assuming a fluid having a density based on the
vapour mass fraction or quality. This approach is commonly applied, WorldBank
[1988].

As a matter of fact the model is a particular solution for a two-phase flow, with the
following conditions:

1. the two-phase flow is ‘frozen’ (see next paragraph),

2. the outflow quality equals the quality in the vessel,

3. the two-phase flow may be treated like a common liquid,

4. the pipe length is zero.

Liquid outflow through a hole

The same approach as for champagne flow can be applied. The well-known relations
for pure liquid flow through a hole can be applied, see paragraph 2.3.5.1.

2.3.4.4 Outflow of pressurised liquefied gas through piping

2.3.4.4.1 Vapour flow

The models for outflow of gas through piping are valid for pure vapour
flowing out of the vapour section in the containment for vaporising pressurised
liquefied gases.

2.3.4.4.2 Two-phase flow

If a pure liquid is flowing out of a vessel through a pipe, then due to the
pressure drop along the pipe caused by friction, the pressure will decrease below the
saturated vapour pressure, and part of the liquid will vaporise. The most important
factor in the two-phase flow model is the volumetric void fraction of vapour in the
liquid (or its mass equivalent: quality). The quality to a large extent determines the
mass flow rate and the friction in the pipe.
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Survey of models for two-phase flow in pipes

Much research has been carried out in the (recent) past on the subject of two-phase
flows through pipes. The following list has been taken from Melhem [1993] and Giot
[1992]:

— Fauske’s model

— Ogasawara’s model

— Separated phases model

— Henry’s model

— Chrisholm’s correlation

— Leung and Grolmes (DIERS)

— Sallet’s correlation

— DISP [Kukkonen,1990]

— Moody’s model

— Levy’s model

— AIChE-DIERS

— Lackmé’s model

— ENEA

— Flinta’s model

— Yan’s model

Giot et al. have carried out a benchmark on two-phase-flow models, within the
European Union program ‘Major Technological Hazards’, on the basis of selected
well-documented and reliable data sets [Giot, 1992].

A model classification has been made, based on the 3 criteria corresponding with
different physical regimes:

I,/dp <50 or >50
®no <0.01 or >0.01
0T o/T<0.1 or>0.1
with
I = pipe Ie_ngth [m]
d, = pipe diameter _ [m]
@, o = initial vapour fraction [-]
8T o = initial sub-cooling [K]

In general most models from the list above are valid only for a specific physical
regime, i.e. one combination of criteria (l5/dy, ®p 0, 8T o/ T)-

Note that the pressurised liquefied gas is sub-cooled when the (vapour) pressure is
higher than the saturation pressure; this may be the case if the pressurised liquefied
gas is under pump pressure.

The following classifications put some order in the large number of models found in
the open literature.

In general the following categories of two-phase pipe flow models exist, based on
different physical assumptions:
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1. Quasi-one-phase models
The two-phase-flow is being approximated by (standard) relations for liquid flow,
taking into account an average density related to the vapour fraction.

2. Homogeneous equilibrium models (HEM)
HEM assume equal flow velocities of both phases as well as thermodynamic
equilibrium between the liquid and vapour phase. This means that the quality
(vapour mass fraction) can be estimated by thermodynamic relations only.

3. Non-homogeneous models
Non-homogeneous models do not assume equal flow velocities of liquid and
vapour phases, but account for phase slip.

4. ‘Frozen’ models
‘Frozen’ models assume equal flow velocities of both phases as well as a constant
ratio between the vapour and liquid fraction of the flowing fluid.

The following classes of two-phase pipe flow models exist, based on different
mathematical treatment [Giot, 1994]:

A. ‘Critical flow’ correlations.
These models are hybrids in which theoretical inferred relations have been fitted
by empirical correlations to improve the reproduction of experimental data.

B. ‘Critical flow’ models.
These models consist of or are based on sets of differential equations, to describe
the variation of physical flow quantities along the pipe. The models in this
category vary considerably in complexity [Nijsing, 1988].

Some categories of models for two-phase flow in pipes in more detail
1. ‘Homogeneous Equilibrium Models’

Homogeneous Equilibrium Models (HEMS) are generally accepted and are widely
used [Kukkonen, 1990].

The expert opinions about the predictive abilities of the mass flow rate by HEMs are
quite diverse. Nyren [1987], Leung [1990], Leung and Nazario [1990], Morris
[1990] and Nielsen [1991] report good agreement between HEM and experimental
data.

Many others emphasise underprediction by HEMs. For instance, in Nielsen [1991]
underprediction of about 10% has been reported for those situations HEM is
supposed to be valid. More recently in Giot [1994] considerable underprediction has
been reported.

However according to Giot [1996] HEMs will give reasonable predictions if the
quality @, is larger than 1%, else HEMs will underpredict. Small vapour fractions
may occur in case of sub-cooled liquid at the pipe inlet, or in case of relatively short
pipes. Ewan [1988], Kukkonen [1990] and Melhem [1993] state that after
100 millimetres pipe length, thermodynamic equilibrium between vapour phase and
liquid phase exists in the pipe. So, in case of saturated liquid upstream and pipes
much longer than 0.1 metre, HEMs may be applied.
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Also in Leung [1989] underprediction has been reported, but this paper deals with
designs of nozzles. Clearly the assumption of thermodynamical equilibrium, in case
of a minimum pipe length of 0.1 metre, is not valid here.

The computer model TPDIS [Kukkonen, 1990] is a complete model including the
required thermodynamics supplied in the form of correlations for some chemicals.
Nyren and Winter [Nyren, 1983] have done field experiments, using liquefied
ammonia and sulphur dioxide, the objective being to test the TPDIS model
experimentally. As reported in these references, the experimental results and model
predictions were compatible within a reasonable accuracy. However, this comparison
was based on a fairly limited set of data. Fletcher and Johnson have presented more
extensive experimental data in 1984, based on the studies of several investigators. The
data include results of laboratory experiments using superheated refrigerant-Il, and
laboratory and large-scale experiments using superheated water. Suitable data for
other substances are sparse.

TPDIS predicts mass flow rates of about 10% higher than TRAUMA [Wheatley,
1987].

In Ramskill [1987] a HEM has been presented to predict the maximum two-phase
outflow rate in pipes, neglecting the flow resistance.

2. Non-homogeneous models

In [anonymus] a model is given for the prediction of the maximum two-phase outflow
rate in pipes, neglecting the flow resistance, based on the work of Fauske.

This model takes into account the phase slip. In general the model predicts mass flow
rates that are about 1.4 higher than the HEM predictions.

3. ‘Frozen flow’

The relevancy of the ‘frozen flow model’ is emphasised in Sallet [1990,1] for the
estimation of the mass flow rate through ‘nozzles’ and ‘valves’. In that case, the flow
velocities are so high that the time is simply to short to reach thermodynamic
equilibrium, and ‘frozen flow’ may be assumed, meaning constant quality of the two-
phase flow.

In the model for champagne outflow described in the previous edition of the
[YellowBook, 1988] the frozen flow assumption has been made implicitly.

4. ‘Critical flow’ correlations

Sallet pleads clearly for the use of correlations instead of flow rate models [Sallet,
1990,2]. His arguments are as follows. In general the calculation of the critical mass
flux (G,) is a cumbrous task. The numerical procedure is necessary iterative, because
a priori the pressure in the pipe at the location where the mass flux G, becomes
critical, is unknown. Furthermore, thermodynamic data for most chemicals are
insufficient to be able to make reasonably accurate estimations [Sallet, 1990,2].
These inaccuracies may lead to deviations of 50-150% in the critical heat flux G, by
HEMs. Sallet constructed generalised correlations for 10 industrial commodities.

However, these correlations deal with the release of pure vapour through vents,
assuming that the phases are separated in the vessels, and no liquid flow through the
valve [Giot, 1996].
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5. ‘Critical flow’ models

Within the European Union program ‘Major Technological Hazards’ the computer
model FLIERS has been developed for two-phase flows in pipes.

Differential equations describe the conservation of mass, energy and momentum over
the two-phases, the behaviour of the bubbles, etc. The model is capable, besides
estimation of the critical mass flow rate, to calculate axial pressure and quality profiles
in the pipe. The so-called Yan’s model [Giot, 1994] relates the flashing process with
the vaporisation of liquid around nuclei and the hydrodynamics of the liquid under
thermodynamic non-equilibrium conditions. It accounts for the development of
vaporisation nuclei under the influence of micro-cavitation at the inside pipe surface.
This model seems very complete from a theoretical scientific point, but requires large
computational efforts, and may only run on ‘main frames’ requiring long response-
times nevertheless. Yan’s model demonstrates clearly the dominating physical
phenomena along the pipe length, but also shows its limitations concerning
application in practical situations.

Similar developments are reported by Riznic [1989], where a new flashing model is
demonstrated based on the bubble formation process: vaporisation nuclei, bubble
growth and bubble transport. These theories are under development, and obviously
non-HEM.

Influence of pipe length

I,/d,-models

In earlier studies the flow type has been commonly correlated with the ratio of the
pipe length and the pipe diameter (I,/d,). The flow is assumed to be pure liquid for
sufficiently small 1,/d,, ratios, and two-phase fluid in equilibrium for sufficiently large
I,/d,, ratios. For intermediate values of |,/d,, a two-phase fluid in disequilibrium may
exist. Based on their experimental results with Freon 12, Fletcher and Johnson found
that the mass flux density [kg/(s~m2)] of a two-phase pipe flow depends on the pipe
length, but not on the pipe diameter. They concluded that the flow types should be
distinguished on the basis of the absolute length |, rather than the ratio I,/d,,
[Kukkonen, 1990].

Two-phase flow in short piping

The rapid initial depressurisation during pipe flow may cause thermal and
hydrodynamic non-equilibrium; these effects may be particularly important for short
pipe lengths. In certain two-phase flow regimes the temperature and velocity are
different for the vapour and the liquid phases, and the two-phase fluid is non-
homogeneous. These effects may be important if the interfacial area of the phases is
small, i.e., for high-quality flow [Kukkonen, 1990].

As mentioned before, for two-phase pipe flows no thermodynamic equilibrium exists
for pipe lengths shorter than 100 millimetres [Melhem, 1993], [AIChE, 1989].
Apparently, the release path must be sufficiently long to enable some degree of
interphase mass transfer and equilibration. In Ewan [1988] a numerical flow model
has been presented for two-phase flows for short pipes. In this paper it is advised to
use specific correlations [AIChE, 1989], or to interpolate between the prediction of
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the one-phase-liquid approximation and HEM prediction.

In Hardekopf [1988] the influence of other parameters than the pipe length, is
demonstrated. An interesting survey is given regarding the effect of geometry on the
critical mass flux.

2.3.4.5 Non-stationary two-phase flow in pipelines

The previous edition of the [YellowBook, 1988] describes an approximate
solution of the set differential equations governing the non-stationary two-phase flow
after a full bore pipeline rupture by linearisations, applying perfect gas law and
approximating thermodynamic relations.

The time-dependency of the outflow is treated by assuming a so-called evaporation
zone that, after the rupture, starts moving with the speed of sound in the pipeline in
the opposite (upstream) direction. No thermodynamic equilibrium and
homogeneous flow has been assumed, but the kinetic energy of the flow near the
vaporisation zone is maximised. The model has been taken from ‘LPG a study’, TNO
[1983].

The model has not been validated. The numerical solution has appeared to be non-
stable. So, the approach is more or less the same as the previous approach for non-
stationary gas flow in pipelines, for which its bad performance has been shown
(paragraph 2.3.3.4). Altogether the model is expected to give doubtful predictions
because two-phase flow is much more complex than gas flow.

Morrow [1983] describes a model specific for LPG pipelines, using an iterative
numerical procedure. The model is used for the entire region of two-phase flow
within the pipeline. At the point of pipe rupture, the upstream and downstream end
of the pipe are assumed to be totally separated so that the flow rates coming from the
upstream and downstream pipe regions, are independent.

The initial outflow is determined based on the assumption of choked flow at the pipe
exit. As time progresses the flow rate diminishes until choking (equivalent to sonic
flow in a perfect gas discharge) no longer occurs.

The Fauske model for critical flow at the exit G, of a full pipe break is used. Away
from the point of rupture, the frictional pressure drop in the pipeline is given by the
well-known Darcy-Weisbach equation.

An analysis of two-phase flow pressure gradient and void fraction (vapour volume)
was developed to provide the mass depletion in the pipe as a function of exit flow rate
and pressure. These correlations for exit flow and pipe flow together allow
correlations for exit flow versus time after rupture.

Although the authors had no opportunity to make detailed comparisons of methods
and accuracy assessments of the models, it is believed that these models will give
slightly conservative results.

Large-scale experimental data have been used to compare and derive simple
mathematical models to describe the transient release rate of pressurised liquid
petroleum gas (LPG) from a ruptured pipeline if the fluid supply upstream of the
rupture location has been stopped [Tam,1990]. A simple exponential correlation has
been fitted against experiments with 100 metre LPG pipeline. The model is valid for
small leaks as well as for a full bore rupture.
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2.3.4.6 Finite duration spray release

Statement of the problem

This section considers releases from liquefied gases stored under pressure at a

temperature above normal boiling point. If a breach or puncture in the containment

occurs, the pressurised liquefied gas will flow out and ‘flash’, i.e. part of the liquid

phase will evaporate, extracting heat from the liquid phase, until the vapour/liquid

mixture is cooled below boiling point. (The difference between storage temperature

and boiling point is often called ‘superheat’). Flashing may (partly) occur upstream

the release (e.g. in a long pipe between vessel and breach) or just downstream the

release. Flashing before the release and its consequences for the release rate are dealt

with in sections 2.3.3.2 and 2.3.3.3.

After flashing, either a vapour jet with a droplet spray or a liquid jet with vapour

bubbles develops.

A droplet laden vapour jet will entrain air and the droplets in the jet evaporate. A part

of the droplets may fall on the ground and form an (evaporating) liquid pool.

A liquid jet with vapour bubbles will form an (evaporating) pool, and the flashed

vapour in the bubbles has to be dealt with as originating from the pool.

Evaporation from the pool is dealt with in chapter 3; the atmospheric dispersion of

the single-phase jet and the vapour evaporating from a pool can be described using

the models provided in chapter 4, Dispersion.

In order to describe the whole evolution of the two-phase jet, separate descriptions or

models are needed for the following phenomena taking place in the jet:

— the flashing of the liquid phase after release, leading to the vapour mass fraction
and temperature in the jet;

— the droplet size of the liquid fraction, the evaporation during sedimentation of the
droplets and the fraction deposited on the ground (rain-out fraction);

— the evolution of velocity, concentration and width of the two-phase jet; and,

— the evaporation of droplets in the two-phase jet due to air entrainment and the
thermodynamic state (temperature, density) of the mixture.

Hereafter, the emphasis will be on droplet-laden vapour jets. The treatment of liquid

jets is straightforward in that they will form a (spreading) pool.

Figure 2.7 presents a schematic view of a two-phase jet. The jet shows three parts,

divided by three cross-sections. Flashing occurs after the exit until the mixture is

cooled to the boiling point. Then air is entrained, droplets may rain-out and/or

evaporate due to the heat brought to the jet by air. Water vapour in the jet may

condense. Finally all chemical droplets evaporate and a single-phase jet, which still

might contain condensed water vapour, remains. The single-phase jet will be

described in chapter 4, Vapour Cloud Dispersion; here emphasis is on the first two

parts of the jet. The relevant phenomena are summarised in Diagram 2.2. The first

two lines refer to the first part of the jet, the other three lines refer to the second part

of the jet. Models and descriptions of these phenomena are discussed in the following

sections.
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Figure 2.7  Schematic view of a two phase-jet

Diagram 2.2 Phenomena of two-phase jets

Expansion and flashing at atmospheric pressure
Droplet diameter after flashing

Droplet diameter after flashing
Jet dispersion
Evaporation of the droplets in the jet

Expansion and flashing in the atmosphere

It is common practice to neglect entrainment during the flashing stage.
Furthermore, except for Computational Fluid Dynamics approaches, it is assumed
that vapour and droplets have the same velocity (no slip between phases). Under
these assumptions the flash fraction (and other quantities) at the end of the flashing
stage can be calculated from the exit conditions by

— conservation of enthalpy: H, + 0.5 u,? = H¢+ 0.5 ug? (J/kg) (2.1a)
— conservation of momentum: p, u2 A, + A, (Pe-P.) = pru2 As  (N) (2.1b)
— conservation of mass: p, Us As = ps Us As (kals) (2.1¢)
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— Tg is the boiling temperature; P,” (Tg) = P, (N/m?) (2.1d)

— an equation of state relating density to pressure, temperature, and quality. The
vapour density is a function of pressure and temperature (e.g. the perfect gas law),
and the density of the liquid phase is a function of temperature alone.

— data on the enthalpies H, and H; as a function of pressure, temperature and
quality.

This approach is in principle used in the Yellow Book [1988] and by many other
authors, e.g. Wheatley [1987]. In his case he used the perfect gas properties and the
Clausius-Clapeyron relations in order to define the equation of state, the saturation
pressure and the enthalpies (assuming isentropic evaporation to give a higher bound
on the flash fraction).

Often, e.g. Yellow Book [1988] and Kukkonen [1990], the flash fraction is calculated
using entropy relations.

In addition to the ‘conventional’ approach described above, some authors, e.g.
Woodward [1993], state that equilibrium flash fractions are not established for orifice
discharge or short nozzles and pipes. Instead one should use:

Dt = Come X P fequilibrium ) (2.2)
with
Com = Pmof014  if  ®po=0.14
{(:q)mf =1.0 if B> 0.14

However other authors, e.g. Wheatley [1987], argue that the important parameter in
reaching equilibrium is the path length of the flow since nucleation, and this can not,
according to Wheatley, be estimated by simple expressions such as those mentioned
above.

Some alternative approaches towards determination of flash fractions and the
conditions after flashing can be found. One such an alternative model is presented by
Woodward [1993]. This model, which includes determination of critical flow rate,
see ‘outflow’, is based on similarity of the two-phase discharge with underexpanded
single-phase jets. The differences with the ‘conventional’ approach are considerable
(higher jet velocities, less diameter expansion). Woodward [1993] states that
experiments are necessary to decide which of the approaches is better.

Another alternative is proposed by Vandroux-Koenig et al. [1991]. They estimate the
diameter and velocity after flashing on isotropic increase of bubble size. Also in that
case the jet velocity is higher and droplet diameters smaller than when using the
conventional approach, but the momentum balance is neglected.
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Droplet diameters after flashing

A liquid jet (either or not flashing) may break-up into droplets due to:
— the size of the nozzle (capillary break-up);

— aerodynamic break-up of the jet;

— shattering by flashing.

For capillary break-up and aerodynamic break-up the literature provides a number of
models and descriptions. Most of these descriptions are quite similar, (Tilton &
Farley [1990], Wheatley [1987]). The summary of drop size correlations is provided
by Tilton and Farley [1990]. This summary includes also correlations for the length
before break-up (relevant to determine which process starts first, e.g. a sub-cooled jet
may break-up aerodynamically before being shattered by flashing, causing larger
drops).

The initial drops formed in the jet may break further by aerodynamic forces. The
maximum stable drop size can be determined using a critical Weber number. The
values of critical Weber numbers vary, and may be dependent on parameters not
included in the Weber number, between 5 and 100, [Wierzba, 1990] but often used
values are between 10 and 20 [Tilton & Farley, 1990], Kocamustafaogullari et al.,
[1994], Wheatley [1987], Appleton [1984].

Application of the above-mentioned correlations leads to a single number for the drop
size, not allowing for the variation of droplet sizes within a jet. Alternatively,
Vandroux-Koenig et al. [1991] suggest assuming a droplet population using an upper
log-normal distribution of which the median is the largest hydro-dynamically stable
drop size.

With respect to the effect of shattering, Appleton [1984] and Hague and Pepe [1990]
conclude that shattering of the jet by flashing occurs if the exit temperature exceeds
a ‘shatter’ temperature Tg,, which obeys

Tsh - TB

T = C. © (23)

Here Ty is the boiling temperature and C, is 0.07 - 0.1 (Appleton) or 0.1 (Hague and
Pepe).

Estimates of drop size due to shattering are provided by Tilton & Farley [1990],
Appleton [1984] and Vandroux-Koenig [1991]. The approach used by Vandroux-
Koenig et al. [1991] requires an estimate of the rate of depressurisation in the flashing
jet, which is not easy to obtain.

Most authors however, determine the drop size after flashing by using the critical
Weber number for aerodynamical break-up. In this way effects of coalescence of
droplets (droplet growth) do not have to be dealt with separately and the method
explains the experimental (low) fractions of rain-out satisfactorily.

Droplet evaporation and rain-out on the ground

Droplets will settle by gravity and they can fall on the ground, forming an
(evaporating) pool.
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The calculation of the trajectory of droplets is generally performed by assuming that
the horizontal velocity of the droplet equals the horizontal jet velocity, and the vertical
velocity (settling velocity) follows from the aerodynamic drag force.

The evaporation of droplets has been given much attention in recent research. In view
of differences in complexity, one has to distinguish between

1. evaporation of a pure, single component droplet,

2. evaporation of a binary (or multi) component droplet.

The first approach is more simple and leads to more analytic or simple definite
conclusions.

A simple approximate expression for the droplet diameter d,,, for which drying time
and settling time to the ground are equal, has been derived by Kukkonen et al.
[1989]. Only droplets larger than d,,, will fall on the ground. Expressions describing
the change of droplet mass up to the moment the droplet falls on the ground can be
derived using the basic model principles.

The same principles are used by Papadourakis et al. [1991] and Woodward &
Papadourakis [1991]. Droplet evaporation is combined with calculations of the
droplet trajectory in differential form. The calculations are combined with an integral
plume trajectory model, and the difference between jet trajectory and droplet
trajectory defines the ‘ambient’ droplet conditions for evaporation and drag. All
evaporated chemical is fed ‘back’ into the jet/plume model.

The evaporation of binary component droplets is described by Vesala [1990], Vesala
& Kukkonen [1992] and Pattison [1992].

Pattison attempts to include the binary component model in a jet/plume model frame
work comparable to Woodward & Papadourakis [1991] as described above, see also
Hewitt & Pattison [1992]. This leads to an extensive set of coupled ordinary
differential equations.

In order to obtain some information about the relevance of the binary component
model compared to the single component droplet evaporation model, the evolution
of droplets was investigated by Vesala and Kukkonen [1992]: in 100% humid air, 20
°C ambient temperature, initial diameter 100 um, the ‘drying’ time of a binary
ammonia/water droplet is reduced by a factor 1.5 compared to a single component
ammonia droplet in dry air (and thus ignoring ‘binary’ effects).

Jet dispersion

A droplet-laden two-phase jet is assumed to behave like a pure vapour jet. According
to Wheatley [1987], Kukkonen [1990], Webber et al. [1991], entrainment rates
identical to those for pure vapour jets can be used. The jet model allows for prediction
the change of concentration, velocity and radius of the jet along the jet axis. The
following section will address droplet evaporation in the jet.

Evaporation of the droplets in the jet

The rate of evaporation of droplets in the jet is dominated by the amount of entrained
air and the amount of heat brought into the jet by the entrained air. The calculation
of droplet evaporation in the jet can be made by the enthalpy balance at any point in
the jet.
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A rigorous derivation of concentration, phase balance and enthalpy balance in
differential form, i.e. changes in properties related to small increases of entrained air
in the jet, is provided by Webber et al. [1991]. Webber considers different
possibilities:

1. Two-phase chemical dispersing in dry air.

2. Two-phase chemical which is immiscible with water dispersing in moist air.

3. Two-phase chemical which forms an ideal solution in water (i.e. the partial vapour
fraction of the chemical is linear to the molar fraction of chemical solved in water)
dispersing in moist air.

4. NHj dispersing in moist air.

5. HF dispersing in moist air.

However, it is not always necessary to use a differential approach. In some cases it is
possible to make use of enthalpy- and phase balances at arbitrary positions in the jet
without needing to solve differential equations. Examples of these methods are
provided by Kukkonen [1990], who treats the 2nd possibility from above, Wheatley
[1987] (possibility 4), and Webber and Brighton [1989] (possibilities 2 to 4).

The latter calculate the temperature after entrainment by evaluating the enthalpy
changes when a certain amount of moist air at T, is mixed with chemical at flashing
conditions (X;, Tg). The nett change of enthalpy is zero:

0=AH= AHchemical + AHdry ar t AHwater vapour (‘]/kg) (2-4)

The individual enthalpy changes include the temperature change, both of liquid and
vapour, and the heat of evaporation and/or condensation.

If the chemical is soluble in water, the scheme remains the same, but the liquid phase
will be mixed. It also means that in most cases, if the chemical does not form an ideal
solution in water, an additional term AH;,ing has to be added to the enthalpy balance
above to account for the fact that chemicals dissolving in water produce heat (e.g.
ammonia). Also the saturated vapour pressures of both water and chemical change
and become dependent on the mixture fraction in the droplet.

Methods to calculate the mixing enthalpy and saturation pressures for
ammonia/water mixtures are provided on an empirical way by Wheatley [1987] and
in a more general way by Vesala & Kukkonen [1992]

If one is only interested in the situation at cross-section ‘j’ after complete evaporation
of the chemicals, the nett mixing enthalpy equals zero.

The above-described approach assumes liquid and vapour to have the same
temperature, and no velocity difference between the phases. This is the so called
‘homogeneous equilibrium’ theory (HE). According to Kukkonen [1990], a
temperature difference, i.e. the ‘temperature depression’, is necessary to drive
evaporation. By comparison with advanced models, Kukkonen [1993] concludes that
at least in clouds, HE theory can be used for droplets up to 100 um. It is not
necessarily valid in the jet region where high entrainment occurs. Furthermore, it
appeared that the results were not very sensitive to the thermodynamic properties, i.e.
the differences between Wheatley’s [1990] and Vesala & Kukkonen’s [1992]
expression.
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2.3.4.7 Instantaneous releases pressurised liquefied gases

Statement of the problem

This section considers the release following a complete failure of a vessel containing

liquefied gases stored under pressure at a temperature above normal boiling point.

After failure, the liquid will flash and expand in all directions until the vapour/liquid

mixture is cooled below boiling point.

After flashing, the cloud will expand further and entrain ambient air. The entrained

air will cause further evaporation of liquid droplets in the cloud. Part of the droplets

may fall on the ground and form an evaporating pool.

For consequence analysis it is necessary to be able to describe the evolution of the

cloud size and the concentration in the cloud after the release, before atmospheric

dispersion takes over, and the fraction of the release that remains in the air compared

to the fraction that will form an evaporating liquid pool.

In order to describe the evolution of the instantaneous release, separate descriptions

or models are needed for the following phenomena taking place in the expanding two-

phase cloud:

— the flashing of the liquid phase after release, leading to the vapour mass fraction
and temperature in the two-phase cloud;

— the evolution of the size, expansion velocity and concentration of the two-phase
cloud;

— the fraction deposited of liquid droplets on the ground (rain-out fraction);

— the evaporation of droplets in the two-phase cloud due to air entrainment and the
thermodynamic state (temperature, density) of the mixture.

A division in three stages, similar to that used for continuous releases, can be made.
First, the liquid flashes and expands without entrainment. Secondly, air is entrained,
droplets may rain-out and/or evaporate due to entrained air. Finally all chemical
droplets disappear and a single-phase cloud remains.

Again, emphasis will be on the first two stages. The phenomena are also summarised
in Diagram 2.3. The first two boxes refer to the first stage, the last two boxes to the
second stage. Models and descriptions of the phenomena in Diagram 2.3 are
discussed in the following sections. A number of methodologies described in section
2.3.4.6 (continuous releases) will also be applicable to instantaneous releases.

Diagram 2.3 Phenomena of instantaneous releases of pressurised
liquefied gases

Flashing and initial cloud expansion
Droplet size and rain-out on the ground
Expansion of the two-phase cloud during the entrainment phase

Evaporation of the droplets in the cloud
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The study of instantaneous releases is far less developed than the study of continuous
(jet) releases. The largest scale experiments reported are those by British Gas
[Johnson et al., 1990], involving a commercial storage vessel of 5.7 m? filled with 2
tonnes of butane (fill ratio 77% by volume). For this test only visual and LIDAR-data
of the expanding cloud is available.

Other rather large-scale experiments are those of Hardee and Lee [1975] regarding
450 kg of welding gas ‘MAPP’ and propane, and Giesbrecht et al. [1981] involving
435 kg of propylene.

Small-scale tests have been performed using refrigerants (Nolan et al. [1991] 1 litre,
Schmidli et al. [1992] 2 litres, and HSE, Webber et al. [1991] 20 litres) and propane
(Schmidli et al. [1992] 2 litres).

With respect to the use and importance of small-scale experiments, Nolan et al.
[1991] point out that a rigorous analysis of scaling aspects is necessary, but has not
as yet been performed, in order to translate small-scale experiments to reality.
Especially the rain-out behaviour of small-scale experiments is difficult to extrapolate
to large-scale, and the older large-scale experiments provide no information on rain-
out.

Flashing and initial cloud expansion

For the flashing stage immediately after the loss of containment it is reasonable to
assume that no ambient air will entrain into the cloud, Webber et al. [1991].

The conditions in the cloud just after complete flashing can be described by the
enthalpy balance, taking into account the kinetic energy of the expanding cloud and
the work performed on the atmosphere [Melhem & Croce, 1993], [Nolan et al.,
1991]:

Ho = {@nm s Hy s+ (- p) He i} + 0.5 u? + (Pg - P,)/pg (V/kg) (2.5)

In order to calculate the unknown flash fraction @,  and the expansion velocity u,
the thermodynamic path between Hg and H; needs to be known. Assuming an
isentropic evaporation, an upper boundary for u; and a lower boundary for @, ; can
be obtained.

From experiments [Nolan et al., 1991], [Schmidli et al., 1992], [Webber et al., 1991]
it is obvious that the expansion velocity is smaller than it would be by assuming
isentropic evaporation and using the above mentioned enthalpy balance, but the
differences in results and conclusions are large. Some researchers [Schmidli et al.,
1992], [Webber et al., 1991] find expansion velocities of only 10% - 30% of the
theoretical, isentropic values. However the data from Nolan et al. [1991] leads to
expansion velocities which are about 60% - 80% of the theoretical, isentropic values
(see also the analysis of Nolan et al.’s data by Melhem and Croce [1993]).

The reasons for lower-than-theory expansion velocities are that part of the kinetic
energy is transformed into turbulent kinetic energy, the evaporation and expansion
process is not isentropic and during the flashing stage no equilibrium state is reached
(Webber et al. [1991] describe non-equilibrium between temperature and pressure
during the HSE-experiments).

Nevertheless, no simple relation between ‘theoretical’ and real expansion velocities
can be derived.
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Droplet size and rain-out on the ground

In order to estimate the possibility of liquid rain-out on the ground there is an interest
in describing the droplet size in the aerosol cloud after flashing.

Measurement and analysis of droplet size are reported by Nolan et al. [1991] and
Schmidli et al. [1992]. Observed droplet sizes are (much) smaller than the maximum
stable droplet diameter, using a critical Weber-number and the expansion velocity of
the cloud (cf. section 2.3.4.6). No other droplet size theories have been published.

No physically sound models have been found to describe rain-out and droplet
evaporation in instantaneous releases.

The settling of aerosols depends on the height to which droplets are carried, and the
rate at which ambient air is mixed in the cloud in order to evaporate the droplet. It is
reasonable to assume a dependence on the size of the release for droplet settling.
Moreover, rain-out occurs not only by settling of aerosol in the cloud, but also by
impingement of droplets by the energy of the expanding cloud in the early stages of
expansion.

Cavanaugh et al. [1994] suggest the assumption that all liquid will be emitted as
aerosol if the storage temperature exceeds the boiling temperature by 10 K. For
boiling temperatures between 200-250 K, this corresponds to a ‘shattering’ criterion
(see formula (2.3), section 2.3.4.6) in which C, is less than 0.05. However,
Cavanaugh’s assumption is supported neither by physical reasoning nor experimental
data.

Only Schmidli et al. [1992] provide quantified experimental information on the
amount of rain-out and pool formation for Refrigerants 12 and 114. Even for releases
exceeding the ‘shattering’ criterion with C,=0.1, a significant amount of mass remains
in the pool. Impact of liquid on the ground during the early stage of expansion seems
to be the major cause. A reduced liquid fill level leads to increased pool formation as
the vapour above the liquid forces the liquid downwards during expansion.

It is common practice to assume that twice the amount of the flashing liquid remains
airborne. This assumption provides a rough but reasonable approximation of the
result of Schmidli et al. Of course, such a simple rule does not account for probable
dependency of rain-out on droplet diameter, release size or fill level.

Expansion of the aerosol cloud during the entrainment phase

No generally accepted model for the expansion of an instantaneous aerosol cloud
exists. The models published by Giesbrecht et al. [1981] and Hardee & Lee [1975]
for the expansion after flashing are very different in their approach.

The model included in the Yellow Book [1988] and the ‘Worldbank’ model are based
on the work by Giesbrecht et al. [1981]. Webber et al. [1991], however, criticize the
Yellow Book [1988] model as it fails to reproduce the HSE experiments.

The model by Hardee & Lee [1975] for the expansion rate of the cloud is based on
conservation of momentum, but they assume no expansion in vertical direction, and
the release is not purely instantaneous, but a large puncture in a vessel.

The simplest approach, using Hardee & Lee’s ideas, is to assume that during flashing
the expansion velocity is constant and that it can be calculated using formula (2.5),
possibly with a correction for non-isentropy and turbulence. Afterwards an expanding
cloud with a uniform concentration is assumed. The momentum which is contained
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in a segment of the (hemi-) spherical cloud at the moment when flashing is complete,
will be conserved. From this and from neglecting the density difference between the
cloud and the ambient air, one derives the uniform radial velocity in the cloud, which
is also assumed to be the expansion velocity:

u(t) = u; (be/b(t)3 (m/s) (2.6)

Here, by is the cloud radius at the moment when flashing is complete, and b the cloud
radius at any moment thereafter. By stating u = db/dt, one can derive the evolution
of the cloud size with time.

The expansion rate according to this simple model agrees fairly well with the
experimental results of Giesbrecht et al. [1981], assuming expansion in a
hemispherical cloud at ground level.

The model applies until the expansion velocity is of the same magnitude as the
ambient wind speed.

Evaporation of the droplets in the cloud

All statements made in section 2.3.4.6 for droplet evaporation in continuous releases
are applicable to the expanding aerosol cloud. No research is known towards the
applicability of the HE-assumptions for instantaneous clouds. In the later stage of the
cloud, the expansion velocities become small and the HE approach may probably be
applied.

2.3.5 Liquids

The models for (non-boiling) liquids neglect the vapour pressure of the
liquid, being not higher than atmospheric.
Non-boiling liquids are liquids that have a normal boiling point higher than the
ambient temperature, or refrigerated liquefied gases at (nearly) atmospheric pressure.

2.3.5.1 Introduction to liquids

In general the hydraulic pressure of the liquid is the driving force of a flow
of a non-boiling liquid out of a vessel.
In case a liquid has been pressurised, the hydraulic pressure may be much smaller
than the storage pressure, and the effect of the decreasing liquid level may be
negligible. This is also true if pressurised liquefied gas has been set under pressure
higher than the saturated vapour pressure.

The flow of liquids in orifices and in pipes, and the rather simple behaviour of liquid
in a vessel, have been well established for many years. In the previous edition of the
[YellowBook, 1988] models for liquid outflow through holes have been given, and so
have laminar and turbulent flows of fluids in pipes (i.e. gases and liquids).
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2.3.5.2 Vessel dynamics liquids

Applying the basic law of conservation of mass, and taking into account the

hydraulic pressure of a liquid column, will suffice for an adequate description of the
vessel dynamics.
The hydraulic pressure determining the mass flow rate depends on the liquid level in
the tank. The only slightly complicating factor may be the estimation of the liquid
level as function of the filling degree and geometry of the vessel. For simple
geometries (sphere, cylinders) relations h; =F(V,) exist.

2.3.5.3 Liquid flow through holes and piping

Well-known relations for the stationary outflow through orifices and
through pipes exist. In the previous edition [YellowBook, 1988] models for laminar
and turbulent flow of fluids have been given. More details can be found in section 2.5.

Simple analytical expressions exist for predicting the outflow rate through small holes
in the vessel wall (punctures), as functions of time, in case the vessel has a simple
geometric form. In Foster [1981], Lee [1987], Woodward [1991], Crowl [1993] and
Sommerveld [1993], analytical expressions are inferred to compute the time it takes
to empty vessels of different shapes: vertical cylinders, cone, horizontal cylinders,
spheres, and other. In Hart [1993], equations are given to estimate liquid discharge
amounts and rates from a flow opening at any arbitrary elevation. In figure 2.8 some
examples of these models have been given.
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Figure 2.8  Time required to empty a vessel [Foster, 1981]
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2.3.5.4 Non-stationary liquid flow in pipelines

No model has been found in open literature except the model in the
previous edition of the [YellowBook, 1988]. This model is an approximate solution
of the mass balance (continuity equation) and the momentum balance governing the
liquid flow in a horizontal pipeline. It has been assumed that after the full bore
rupture of the pipeline, a decompression wave is travelling upstream into the pipe.
The liquid flow is assumed to be stationary between this upstream moving wave and
the downstream pipe end.

The average isothermal compressibility of liquids between 1 and 1000 bar (10°-
108 N/m?) is about:

B=1.0x10°m?N
with
B =- 1V x (0VI9P)1 (2.7)

This means that with pipe pressure below 200-300 bar (2-3 x 107 N/m?), the liquid
volume has been compressed to a volume which is only a few percent smaller.

Due to the minor compressibility of liquids in general, it is advised to set the mass
flow rate equal to the pump flow rate in case of a full bore rupture, taking into account
less friction due to a smaller pipe length until the breakage. In case of a relatively small
hole in the pipe wall, the outflow rate may be based on the initial pressure in the
pipeline.

2.3.6 Friction factors

Friction factors have been given in the previous edition [YellowBook,
1988]. Additional information can be found in, for instance Melhem [1993] and
Radford [1990].
The models for outflow through pipes have been developed for a pipe with no bends,
reductions of cross-section or branches. If such fittings are present, they can be
accounted for by introducing either an equivalent pipe length or extra resistance
coefficients. In section 2.5 we put them together.

2.3.7 Physical properties of chemicals

Fluid flow and the vaporisation of liquids are controlled by thermodynamic
laws and laws governing physical transport phenomena. Relations for thermophysical
properties have been given for well-known commodities in many publications.
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Pressure, volume, temperature (PVT) relationships for gases and liquids, and also
solids would preferably all be summarised in the form of equations of state of the
general type:

v =f(P,T) (m3¥mol)  (2.8)
where
v = specific volume [m3/mol]
P = absolute pressure [N/m?]
T = absolute temperature K]

In theory it is possible to derive the thermodynamic properties from an equation of
state, like:

Ty = flash point K]

C, = specific heat [J/(kg-K)]
0 = liquid density [kg/m3]
P° = vapour pressure [N/m?]

H = enthalpy [J/kg]

S = entropy [J/(kg-K)]
L, = heat of vaporisation [J/kg]

Only in the case of gases there has been much progress in the development of these
state equations. They are obtained by correlation of empirical PVT data, and also
from theoretical considerations based on atomic and molecular structure. The
equation of state of gases will be addressed in more detail in section 2.5.

For compressible chemicals, gases and two-phase mixtures with vapour, the density
depends strongly on pressure and temperature.

The physical properties of condensate phases, liquefied gases, liquids and solids, as
well as the other physical properties of gases do not vary much as a function of
pressure P at moderate pressures, and may be expressed as functions of temperature
only. Temperature-dependent thermodynamic and physical transport properties of
pure chemicals will be addressed in the annex to this Yellow Book.

Multi-component systems that act as a multi-phase system at given pressure,
temperature and composition will not be addressed because they demand specific
treatment.

Mono-phase multi-component mixtures can be treated as quasi one-component
systems only in case of ideal mixing, meaning using average values for the physical
properties proportional to the weight fractions of the chemical in the mixture.

2.54



CPR 14E

Chapter 2 of the “Yellow Book’

2.4 Selection of models

2.4.1 Introduction to section 2.4

In section 2.4 the considerations which have led to the selection of the
models that are included in section 2.5, are explained. In section 2.5 these models will
be described in detail. In general the selection is based on the following
considerations.

Safety studies and hazard assessment require models that are reasonably accurate,
demand little computational effort and not too much input.

Larger computational demands of the model are acceptable only if the accuracy of the
predictions will be much greater and/or when the model has a (much) wider range of
applicability.

Needless complicated models that mainly make an additional scientific contribution
should be avoided, yet we must not close our eyes to future developments.

Leaving all models relying on computational fluid dynamics (CFD) behind, two main
practical approaches may be distinguished:

1. Simple models, such as approximating analytical expressions and empirical
correlations, meant for predictions of maximum and averaged flow rates and
duration of the outflow.

2. Numerical procedures without approximating sub-models, meant for predictions
of the outflow rate as function of time.

The analytical equations may be used to get a quick estimate of the magnitude of the
outflow rate. These models are based on simplifying assumptions like: perfect gas
behaviour, constant physical properties, and unchanged boundary conditions.

A numerical approach takes into account changes of the physical properties as a
function of temperature and pressure, non-perfect gas and liquid behaviour, and
‘sudden’ changes in boundary conditions.

The (specific) considerations that have lead to the selection of the models to be

described in section 2.5, are presented as follows:

— sub-section 2.4.2 addresses models for gases;

— sub-section 2.4.3 addresses models for releases of pressurised liquefied gases,
including spray releases;

— sub-section 2.4.4 addresses models for releases of (non-boiling) liquids.

2.4.2 Gases

The well-known relations for the stationary critical and non-critical outflow
of gases through orifices and through pipes are as in the previous edition of the
YellowBook [1988].
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There is not much discussion about applying standard thermodynamics for the
description of vessel dynamics, as will be described in section 2.5.

We have opted for numerical models, because these models are still relatively simple,
and are able to cope with varying physical properties and sudden changes in
constraints.

The model for non-stationary gas flow in pipelines in the previous edition of the
[YellowBook, 1988] was not validated, has a bad performance, and seems
numerically unsound. The Wilson correlation has good performance and is rather
simple [Hanna, 1987]. This model will be described in section 2.5.

The Weiss correlation [Weiss, 1988] for small holes in pipelines is the only model
found in open literature. Therefore it will be described in chapter 2.5.

No model to cope with crater formation, in case of leaks from buried pipelines, is
publicly available, therefore no model can be included in section 2.5.

Vapour outflow

The models for outflow of gas through holes and piping are valid for pure vapour
flowing out of the vapour section in the containment for vaporising pressurised
liquefied gases.

2.4.3 Pressurised liquefied gases

2.4.3.1 Vessel dynamics pressurised liquefied gases

The depressurising of a pressurised liquefied gas causes bubble formation
in the liquid and thus expansion of the boiling liquid is a rather complex
phenomenon.

A large computer model has been given in Haque [1992].

Because other models are much more complex and obviously do not have a (much)
better performance, it would be advisable to use the Fauske correlation to determine
whether there exists a two-phase flow inside the vessel or not [Fauske, 1988]. This
model is simple and based on experimental data for horizontal cylinders and spheres.
In Melhem [1993] a refined DIERS-method has been described that distinguishes
different ways of boiling for top venting and relations to estimate the quality in the
outflow opening for vertical vessels. In Sheppard [1993] it appears that this analytical
solution of the DIERS-method validates the Fauske correlation, but this analytical
solution is also able to predict disengagement, regardless of vessel shape.

So the DIERS-method is to be preferred, being more generally applicable and not
much more complicated. In chapter 2.5 the analytical DIERS-method is described.

A comparison of the results of both models in Haque [1992] shows that the
correlation of Mayinger [Belore, 1986] may well be used for the estimation of the void
fraction in relatively small vessels. The present state of knowledge about the effects of
bulk liquid sub-cooling on mitigating the liquid swell, permits only case by case
numerical solutions involving sizeable computer programs [Sallet, 1990,3].
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Therefore, due to lack of a better and also manageable model, it is advised to apply
the correlation of Mayinger, also for larger vessels.

The fact that the void fraction in the top of the vessel venting may be much higher
than the average value, can only be coped with by applying very complicated models.
Although the behaviour of a depressurising pressurised liquefied gas is a complex
process, we choose to describe a model based on standard thermodynamics, taking
into account the criteria of DIERS and Mayinger.

We have opted for a numerical model, instead of analytical solutions, because these
models are still relatively simple, but are able to cope with varying physical properties
and sudden changes in constraints, predicted by the criteria of DIERS and Mayinger.
This approach will be described in section 2.5.

2.4.3.2 Stationary outflow of vapour through holes and piping

The well-known relations for the stationary critical and non-critical outflow
of gases through orifices and through pipes are valid for one-phase vapour flow, and
will be described in section 2.5.

2.4.3.3 Two-phase outflow through holes and piping

Giot et al. have carried out a benchmark on two-phase-flow models, within
the European Union program ‘Major Technological Hazards’, on the basis of
selected well-documented and reliable data sets [Giot, 1992].

The benchmark has led to the conclusion that most models presented in open
literature have a limited validity range.

The main conclusions are:

1. Only Flinta’s model has a acceptable performance on all ranges,

2. ‘Homogeneous Equilibrium Models’ (HEMS) generally underpredict.

However, a very limited number of data points related to fluids other than water were
included in the database and have been used for model validation [Giot,1992].

The TPDIS-model has been selected because of:

1. HEM is broadly accepted, and according to Giot [1996] HEMs will give
reasonable predictions if the quality ¢y, ¢ is larger than 1%,

2. TPDIS is a complete model, well-described in open literature.

Flinta’s model has not been selected because of:
1. Its general applicability has not been proven,
2. Some quantities in the required formulae cannot be easily obtained or derived.

It is advised to use TPDIS and other HEMs for those situations for which they have
been validated.
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2.4.3.4 Non-stationary two-phase flow in pipelines

Having presumably a low accuracy and a not very robust numerical solution
procedure, and not being validated, any simpler and validated model is to be
preferred to the previous Yellow Book model.

A generally applicable model is necessary. Therefore the model given in Morrow
[1983] will be described in section 2.5. This model has been derived for propane, but
could be generalised by using appropriate physical properties.

While propane is often transported in pipelines, the specific correlation given in Tam
[1990] will also be described in this section.

2.4.3.5 Finite duration spray releases

Expansion and flashing at atmospheric pressure

The selected model to calculate the conditions after flashing is based on the
conventional, generally accepted model using the equations (2.1a-d) provided in
section 2. No correction is applied for non-equilibrium flash fractions because of lack
of consensus on this subject.

Droplet diameter after flashing

The proposed model for initial droplet size is based on the work by Appleton [1984]
and presented by Wheatley [1987]. These expressions are relatively simple to use and
Appleton [1984] compared the proposed dropsize correlations with available
experimental data. He concludes (for his case, a water/steam mixture at 192 °C,
0.8 mm orifice) that there is reasonable agreement between the correlations and
experimental data.

The correlations are different for shattered and non-shattered jets. The criterion for
shattering follows the suggestions by Appleton with C, = 0.1.

Droplet evaporation and rain-out on the ground

The proposed methodology to predict droplet rain-out from a two-phase jet is:

1. To refrain from the description of binary droplet evaporation in view of
uncertainty in exit droplet size and the moderate reductions in drying times
according to Vesala [1990];

2. First to determine whether droplets at the end of the flashing zone will reach the
ground using Kukkonen’s [1990] limiting radius;

3. If the droplets in the jet exceed the limiting droplet radius, then calculate the
evaporated mass fraction until the droplet hits the ground. The deposited mass
fraction is subtracted from the liquid mass entering the vapour jet, and will form
an evaporating pool. For these evaporation calculations, use is made of the
expressions by Kukkonen [1990] assuming evaporation in pure air. Only velocity
differences between droplet and air due to settling are considered, the horizontal
velocity of the jet and the droplet are assumed to be the same.
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Jet dispersion

It is assumed that the two-phase jet after flashing can be treated as a single-phase jet
with respect to width, entrainment, and evolution of concentration and velocity on
the jet centre line.

This leads to the conclusion that the single-phase vapour jet model as described in
chapter 4 is applicable, using the jet diameter after flashing as the exit condition.

Evaporation of the droplets in the jet

The evaporation of droplets remaining in the jet due to the heat brought into the jet
by entrained air is relevant to determine the density of the jet. In order to calculate
the conditions in the jet after evaporation of the aerosols, use will be made of the
homogeneous equilibrium model. It has been demonstrated that the homogeneous
equilibrium model may be used for droplets less than 100 um in clouds. The essence
of the homogeneous equilibrium method is the use of the integral balance for the
enthalpy in the jet (2.4) in section 2.3.4.6, and neglecting temperature differences
between the two-phases.

2.4.3.6 Instantaneous release of pressurised liquefied gas

Flashing and initial cloud expansion

The flash fraction is calculated assuming isentropic flashing. The expansion velocity
is calculated using the enthalpy balance (2.5), but multiplied by 0.8 to account for
turbulence and non-isentropy. This factor is justified by the available experimental
data.

Expansion of the aerosol cloud during the entrainment phase

For the evolution of cloud size the simple model as presented in section 2.3.4.7 is
selected because there is no evidence that more complex and advanced models
provide better results compared to the scarce data. The concentration in the cloud is
assumed to be uniform.

Droplet size and rain-out on the ground

By absence of alternatives and considering an instantaneous airborne vapour cloud to
give conservative results, it is assumed that a total mass of twice the isentropic flash
fraction (in addition to the initial vapour mass in storage) will remain airborne.

This simple model makes no use of droplet diameter, so no model for calculating the
droplet diameter after flashing has been selected.
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Evaporation of the droplets in the cloud

The conditions in the cloud at the moment when all aerosols have evaporated, are
calculated by using exactly the same methods as included in the two-phase jet model
(section 2.3.4.6).

The self-driven expansion of the cloud is assumed to have ended when all aerosols
have evaporated and the expansion velocity is equal to the ambient wind speed at the
height of the initially expanded cloud just before entrainment starts.

2.4.4 Liquids

Since there is not much discussion about which models to apply for liquid
flow through holes and pipes, and the behaviour of liquid vessels, the standard
approach will be followed in section 2.5.

Most analytical models for liquid vessel dynamics suffice, although the expressions
are not always simple to calculate and integral tables might be needed. We have opted
for numerical models for the description of vessel dynamics in order to be able to
maintain the same approach as in the previous paragraphs.

A specific model for non-stationary liquid flow in pipelines is not considered relevant.
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2.5 Description of models

2.5.1 Introduction to section 2.5

Section 2.5 provides descriptions of the recommended models for releases
of compressed gases, pressurised liquefied gases and (non-boiling) liquids.
It contains all necessary information to perform the calculations. For background of
the models the reader may refer to section 2.3.
Section 2.5 provides detailed descriptions of the models and methods for the
following releases:
— subsection 2.5.2 addresses models for releases of gases;
— subsection 2.5.3 addresses models for releases of pressurised liquefied gases,

including spray releases;

— subsection 2.5.4 addresses models for releases of non-boiling liquids.
Finally, friction factors for pipe flow will be given in subsection 2.5.5.

Guide to the calculations

First, the reader must determine the state of the chemical in its containment, by
means of the criteria given in subsection 2.2.3 and summarised in the diagram 2.4.

Diagram 2.4 Thermodynamic states
Thermodynamic state Physical conditions
I. compressed gas T>T,orP<P,(T)
Il. pressurised liquefied gas P =P, (T)
lll. (non-boiling) liquid T <T<Tg(P)

Secondly, the reader should check the failure mode of the containment.
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Models are available in this section for the outflow conditions listed in the diagram
below.

Diagram 2.5 Models available

Outflow condition Paragraphs

. compressed gas (2.5.2)
A.1. outflow from vessel through small leak (2.5.2.2)

a) hole in vessel wall (2.5.2.3)
b) break of piping (2.5.2.4)

B.1. outflow from pipeline through small leak (2.5.2.5)
B.2. outflow from full bore ruptured pipeline (2.5.2.5)

Il. pressurised liquefied gas (2.5.3)
A.1. outflow from vessel through small leak  (2.5.3.2/3)

a) hole in vessel wall (2.5.3.4)
b) break of piping (2.5.3.5)
A.2. totally ruptured vessel (2.5.3.8)

B.1. outflow from pipeline through small leak (2.5.3.6)

B.2. outflow from full bore ruptured pipeline  (2.5.3.6)
lll. (non-boiling) liquid (2.5.4)

A.1. Outflow from vessel through small leak (2.5.4.1)

a) hole in vessel wall (2.5.4.2)
b) break of piping (2.5.4.2)

No models are available in this section for the outflow conditions listed in diagram
2.6.

Diagram 2.6 Models not available

Outflow condition

Il. compressed gas (2.5.2)
A.2. totally ruptured vessel
lll. (non-boiling) liquid (2.5.4)
A.2. totally ruptured vessel

B.1. outflow from pipeline through small leak
B.2. outflow from full bore ruptured pipeline

A total rupture of a vessel filled with compressed gas leads to a cloud that expands to
atmospheric pressure. No models have been found to estimate the amount of air
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entrained during the expansion. Most atmospheric dispersion models assume that the
initial cloud has not been diluted.

A total rupture of a vessel filled with non-boiling liquid leads to a spreading pool on
the ground or on a water surface. The release phenomena are taken into account in
these pool spreading models.

In section 2.4.4 arguments were given for not describing models for (long) liquid
pipelines. The equations given in subsection 2.5.4.2 may be used.

2.5.2 Compressed gases

2.5.2.1 Equation of state for gases

Because gases are compressible, the gas density p(P) as a function of the gas
pressure P must be known.
The equation of state of a perfect gas is given by:

PxV=nxRxT ) (2.93)
or
V=R x T/(P x u) (m3/kg) (2.9b)
note that
v=1/p (2.9¢)
where
P = absolute gas pressure [N/m?]
T = absolute temperature K]
R = gas constant [J/(mol-K)]
n = number of moles [-]
v = specific volume [m3/kg]
\Y = volume [m3]
Ui = mol mass of gaseous chemical i [kg/mol]
o = density [kg/m3]

The perfect gas equation describes the PVT behaviour of real gases only to a first
approximation.

A way of showing the deviations from ideality is to write for the real gas:
PxV=zxnxRxT ) (2.10a)
or

V=2xRx T/(P x w) (mkg)  (2.10b)
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where

z = compressibility factor [-]

The factor z is called compressibility factor, although this might be confusing because
the factor z has no relation with the compressibility of a gas. The German term
‘Realgasfaktor’ is more plain [Gasunie, 1980]; the factor z expresses the departure
from the perfect gas behaviour with one single factor.

The compressibility factor appears to be a universal function of the so-called reduced

temperature and pressure:

z=1(Pr,TR) )
with
Pr = PIP, “)
Tr=TI/T, -)
where
Pr = reduced pressure []
P = critical pressure of the chemical [N/m?]
Tr =reduced temperature []
T. = critical temperature of the chemical K]
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Figure 2.9  Compressibility factor as function of reduced
state variables by Gouq-Jen Su [Moore, 1972]

(2.11)

(2.11a)

(2.11b)

For perfect gases the compressibility factor z equals unity. It is noted that most
deviation from perfect gas behaviour occurs near the thermodynamic critical pressure
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and critical temperature. In general for real gases the compressibility factor z is about
unity for high temperature and low pressures.

Other classical equations of state for real gases are those by Van der Waals and
Berthelot. The Van der Waals equation [Moore,1972] may be expressed as:

(Pg + 3/VR?) x (Vg-1/3) = 8/3 x Ty (2.11c)
with

Vg = VIV, ) (2.11d)
and

V. =38 xR x TP, (mmol) (2.11e)
where
V. = critical volume [m3/mol]
Vg  =reduced volume [-1

In Leung [1988] the Redlich-Kwong-equation of state for gases has been used.

Also viral equations may be used to represent the behaviour of gases with greater
accuracy, having more adjustable coefficients.

The Starling-Han equation and chemical dependent coefficients have been presented
in [Edminster, 1984]. In Morrow’s model the Starling equation is used, see
paragraph 2.5.3.6.

2.5.2.2 Vessel dynamics compressed gas

The modelling of the dynamics of compressed gas stored in a vessel aims at
predicting the decrease of pressure and temperature due to the outflow of gas.
Due to the release of gas the remaining gas in the vessel will expand. This expansion
causes cooling and depressurisation.

The model is basically an iterative numerical procedure in which the outflow of gas
out of a vessel is described in small steps. These steps should be small enough to
consider the conditions in the vessel to be constant during one time-step.

First, the initial condition and termination condition of the numerical procedure will
be given. After this the model in the form of a numerical procedure is given. This
numerical procedure has to be repeated until the termination conditions will have
been satisfied.

Afterwards, the inference is given of the system equation governing the behaviour of
the compressed gas in the vessel used in the model.

The initial and termination condition of the numerical procedure concerning gas outflow

The initial condition of the vessel is given by: P4, T4, p;, meaning i=1.
The duration of 6t may freely be chosen in principle, and depends of the number of
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time-steps N;. When one wishes to estimate the mass flow rate and vessel conditions
at time t,,4, then the size of time step 6t is given by

&t = tong/N; (s) (2.12)
t = time from the start of the outflow [s]

The larger the number of steps, the higher the accuracy of the model, but the more
time needed for the calculation. The choice N;=50 will be appropriate for most
calculations.

The numerical procedures given should be repeated as long as the constraints are
valid:

i <teng P>P, T>T, (2.13)

The model for gas outflow: a numerical procedure

Starting every step at time t; in the iteration with a condition in the vessel given by P;,
T, p;, the following procedure aims at calculation of the condition in the vessel at the
end of the small time-step dt, given by Pi 1, Tir1, Pir1-

Let us say that the outflow rate g ; is given by a generalised function f, depending on
whether the outflow is through a hole (see paragraph 2.5.2.3) or a pipe (see paragraph
2.5.2.4)

0s,i = f(Pi, Ti.pis---) (kg/s) (2.14)

Due to the gas release in period 8t, the density in the vessel decreases

dp =-(qgi/V x ot (kg/m®) (2.15)
Pi+1 = Pi + Op (kg/m3) (2.16)
t,, =t+ 8t (s) (2.17)

These steps should be small enough to consider the conditions in the vessel to be
constant during one time-step.

Due to the decrease of the gas density, the gas will expand and the gas temperature
will decrease; applying the system equation (see Intermezzo below) gives

ST = Pi/(p; x C,) x 8p (K) (2.18)
T =T +8T (K) (2.19)

The change in density and temperature of the gas forces the pressure to adapt to the
new conditions according to the equation of state of (non-perfect) gases given by
equation (2.10Db)
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Pirs = 2% Pias x R x Tiaalyy (N/m?)  (2.20)
with
z2=2(Pr;, Tr,) ) (2.21)

The new condition of the vessel at time ti;4 given by: Pi,1, Tis1, Piz1.
As long as the termination condition has not been fulfilled, this procedure has to be
repeated.

Intermezzo: inference of the system equation (2.18) for compressed gases

The equations without a reference number in this paragraph are only part of the inference of the system
equation that is required.

Applying the first law of thermodynamics and using the definition of volumetric work done by an
expanding gas, gives

AU=Qy-[/Pxdv (J/kg) (2.18a)
where
AU = change in internal energy of the gas  [J/kg]
P = gas pressure [N/m?]
v = specific volume of the gas [m3/kg]
QH = heat transferred into 1 kg gas [I/kg]

Note that the internal energy U is given per unit mass in the vessel.

Assuming reversible adiabatic outflow results in
dU=PxdV (J/kg) (2.18b)
0X = small change in quantity X

Neglecting the internal pressure of non-perfect gases gives a relationship between the internal energy of gas
and its temperature

dW=Cy(T)xdT (U/kg) (2.18c)
Cy = specific heat at constant volume the gas [J/(kg.K)]

Using the definition of density p and combining the equations leads to the system equation that governs
the behaviour of the gas in the vessel, namely

Cy x 8T = Plp? x 8p (Ikg) (2.18d)

P =density  [kg/mq]

2.5.2.3 Gas outflow through holes

The modelling of the outflow of gas through holes aims at predicting the
mass flow rate as a function of pressure drop over the hole.

The mass flow rate for gas outflow through an orifice can be estimated by a
generalised equation
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Gs = Cax Ay x 1 x J(py x Py x v x (2/(y + 1) VT=Dy  (kgrs) (2.22)

The factor 1p2 is given by equation (2.24) or (2.25) below, and depends on whether
the gas outflow is choked (critical) or not.

The outflow is critical or choked when

Po/P, = ((y+1)/2)0-1) -) (2.23)
For critical outflow

=1 ©) (2.24)
and for sub-critical outflow

W2 = 20(r-1) x ((r+ 1)) DD s (Po/P) x (1-(Po/Po) (D)

) (2.25)

with

y=C,/C, -) (2.26)
where
ds = mass flow rate [ka/s]
Cq = discharge coefficient [-]
A, = cross-sectional area hole [m?]
P = outflow coefficient [-]
po = initial gas density [kg/m?3]
P, = initial gas pressure [N/m?]
Y = Poisson ratio [-]
Cp, = specific heat at constant pressure [J/(kg-K)]
C, = specific heat at constant volume [J/(kg-K)]

For most gases 1.1<y<1.4 and the outflow will be critical when Py/P, > 1.9.
(2.23a)

The discharge coefficient Cq4 is in fact determined by two factors: friction and
contraction.

Cy=Csx C, -) (2.27)
where
C; = friction coefficient [-]
C. = contraction coefficient  [-]

Contraction is caused by the fact that the fluid in the vessel is flowing into the opening
from all directions, having a velocity component perpendicular to the axis of the
opening. The flowing fluid must be bent in the direction parallel to the hole axis. The
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inertia of the fluid results in the smallest cross-sectional area, with no radial

acceleration, that is smaller than the area of the opening.

For sharp orifices contraction plays a part and friction is negligible;

The following value for the discharge coefficient is recommended [Beek, 1974]:
Cyq=0.62 (2.28a)

For rounded orifices contraction does not play a part and friction is small;
The following value for the discharge coefficient is recommended [Beek, 1974]:

C4~0.95-0.99 (2.28b)

Vapour outflow
The models for outflow of gas from holes are valid for pure vapour flowing out of the
vapour section in the containment for vaporising pressurised liquefied gases, as long

as no condensation of the vapour occurs. This means that the pressure of the vapour
may not become higher than its saturation pressure at given temperature.

2.5.2.4 Gas outflow through piping

The modelling of the outflow of gas through piping aims at predicting the
mass flow rate as a function of the pressure drop over the piping. This mass flow rate
is mainly determined by the overpressure in the vessel and the flow resistance.

Principles of the model for gas flow in piping

The total pressure drop AP between the vessel and the ambient is equal to the
pressure drop over the pipe and the pressure drop over the downstream opening in
the pipe

AP =P,-P, (N/m?) (2.293)
= (PO - Pe) - (Pe - Pa)

= APpipe = APpole

with
APy oje = Pe - P, (N/m?) (2.29b)
APpipe = Pg - Pe (N/m?) (2.29¢)
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where

APpipe = pressure drop in the pipe [N/m?]
APpole = pressure drop in the hole [N/m?]
P. = the (unknown) pressure at the downstream end

of the pipe, just before the outflow opening [N/m?]
P, = stagnant (initial) pressure at the upstream end

of the pipe, in the vessel [N/m?]
P, = atmospheric pressure [N/m?]

The pressure P, at the end in the pipe just before the pipe opening to the atmosphere
is initially unknown.

The mass flow through the pipe ds pipe is controlled by the pressure drop over the pipe
and the mass flow through the pipe opening gs e is controlled by the pressure drop
over the pipe opening. The law of conservation of mass requires the mass flow
through the pipe ds pipe to be equal to the mass flow through the hole ds e (Or pipe
opening). Thus, the condition that must be fulfilled is given by

QS,pipe(APpipe) = QS,hole(APhole) (kg/s) (2-30)

In conclusion, in the estimation of the mass flow through the pipe, the pressure just
inside the pipe P, must be determined. The governing set of equations can be solved
by trial and error, by guessing the internal pressure in the pipe just before the pipe
opening P,.

The model for gas flow in piping: a numerical procedure

1. Guess the internal pressure P, at the downstream end of the pipe, just before the
outflow opening: P, < P, < P,

2. Calculate the mass flow through a pipe opening or a hole in the pipe wall, with
respect to the condition formulated by equations (2.29a-c).
The mass flow rate gg pele in the opening in the pipe can be estimated by using the
equations in paragraph 2.5.2.3. In case of a full bore pipe rupture the mass flow
rate in the pipe opening gs noe Can be estimated by assuming the pipe opening
having the diameter of the pipe; then a discharge coefficient C4= 1.0 is advised to
be used in the calculation, Beek [1974]. For smaller holes the standard model for
outflow through an orifice is valid, and a value for discharge coefficient C4 = 0.62
is recommended.

3. Calculate the mass flow rate through the pipe ds i, by equation (2.31) and
related equations, as has been derived in the following subparagraph.

The mass flow rate through a pipe as function of the pressure at both pipe ends can
be calculated by (see Intermezzo)

Pe

2><fp(P)><dP
PU
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with
p=Cx (Pl2)' (kgm3)  (2.32)
T=1+zxR/I(C,xw) ©) (2.33)
where
C = constant

Note that for perfect gas behaviour (z=1)

=y Q) (2.33b)

The integral may be solved simply by numerical methods, but also analytically
assuming constant compressibility factor, for instance z = 1, and constant specific
heat at constant volume C,;:

PE
[0(P)xdP =Py x pyx (T/(1+7)) x (P,/P,)1+9/0) _ 1)
PU

(kg?/(m*s2))(2.31a)

4. Compare those two mass flow rates qs(APpipe) and gs(APpge). If not equal repeat
procedure.

A more convenient way to solve equation (2.30) is to use a root finding procedure by
defining

F(Pe) = qs,pipe(APpipe) - qs,hole(APhole) (kg/s)

= ds,pipe(Po-Pe) - ds note(Pe-Pa) (kals) (2.30a)

The principle is still the same, but the determination of the right P, is much quicker.

Intermezzo: inference of the equation (2.31) describing the mass flow rate of gas flow in a pipe

The total pressure drop for a stationary fluid flow (gases and fluids) in piping can be estimated by the well-
known Darcy-Weisbach equation

AP =fp x pgf2 x ug® x I,/d,, (N/m?) (2.198a)
This relation does not account for the effect of the pressure drop on the density of the gas, which
consequently will expand. In the following the equation will be inferred which relates the mass flow rate gg
of a gas in a pipe to the pressure drop in the pipe. Reformulated for the local pressure drop along the pipe

the relation gives

OP/dl, = fp x pgl2 x U 2/d N/m3 2.198b
P Py g /0p
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where

fo = Darcy friction factor [-1

Pg = gas density [kg/m3]
Ug = gas velocity [m/s]

I = pipe length [m]

d, = pipe diameter [m]

AP = total pressure drop over the pipe  [N/m?]

The Darcy friction factor fy is a function of the inside wall roughness of the pipeline and the Reynolds
number (see section 2.5.5).
The gas velocity u is determined by the mass flow rate in the pipe by

ug =0s /(pg x Ap) (m/S)

Integrating over the pipe length results in
P.
[p(PIxdP = fox1,/dy x (qs/Ap)2/2 (kgZ(m*s?))  (2.34)
Po
The calculation of the integral on the left-hand side of equation (2.34) requires an expression for the gas
density as a function of the local pressure in the pipe: p(P).
When the equation of state of a non-perfect gas is given by equation (2.10a) and (2.11)

PxV=z(PgTr) xRxT @)

Then, an adiabatic expansion of a non-perfect gas may be described by

PxV%z=C" (2.32a)
with

C=1+zxR/I(C, x w) ©) (2.33)
where

C* = constant ((N/m?2)-m3%)

And thus the integral on the left-hand side of equation (2.34) can be calculated using

p = C x (P/z)& (2.32)
where
C = constant

The mass flow rate through a pipe as a function of the pressure at both pipe ends can now be calculated
by using equations (2.33) and (2.32) and

=)

e
2><fp(P)><dP

)

0 (kgls) (2.31)
fp x Ip/dp

a3 pipe = Ap
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Vapour outflow

The models for outflow of gas through piping are valid for pure vapour flowing out of
the vapour section in the containment for vaporising pressurised liquefied gases, as
long as no condensation of the vapour occurs. This means the pressure of the vapour
may not become higher than its saturation pressure at given temperature.

2.5.2.5 Non-stationary gas flow in pipelines

After a sudden rupture at one end of the pipeline, a pressure wave will start
moving with the speed of sound in the pipeline in the opposite (upstream) direction.

Non-stationary gas flow in pipelines after a full bore rupture

The Wilson model of the outflow of gas through pipelines aims at predicting the mass
flow rate as a function of time depending on the initial conditions.

The model assumes a compressor to trip when the decompression wave in the
pipeline reaches the compressor station at the other pipe end.

The mass flow rate for a full bore ruptured pipeline according to the empirical model
of Wilson [Hanna, 1987] is given by

ds(t) = ds o/ (1+Qq/(tg x Us 0))x{Qo/(ts x ds 0) x exp(-t/tg)+exp(-t x tg x (s 0/Qo)*)}

(kgls) (2.35)
where
Oso = initial mass flow (discharge) rate [ka/s]
Qg = initial total gas mass in the pipeline [ka]
tg = time constant [s]

1. The initial total mass Qg in the pipeline can be calculated by

Qo = po x Ay x |, (kg) (2.36a)
with
A, = /4 x d? (m?) (2.36b)

2. The initial release rate gs o can be calculated by using the equations presented in
paragraph 2.5.2.4

Gso = Cax Ay x 1 x 4J(pyx Poxy x (2/(y+ 1)) VD) (grs)  (2.37)

For outflow through the pipe opening in case of a full bore rupture it is advised to use
the following value for the discharge coefficient

Cq=1.0 ©) (2.38)
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3.

The sonic velocity in the gas u,, assuming adiabatic expansion (AS=0) is given by

us = V(dP/dp), (m/s) (2.39a)

Using the equations of state for non-perfect gases given in paragraph 2.5.2.4 results in

dp/dP = p/(C x P) (s’/m?)  (2.39b)
which results for non-perfect gases in
ug = JCxzxRxTy/w) (m/s) (2.39¢)

The Darcy friction factor may be calculated by the Colebrook-White equation,
approximated for high Reynolds numbers, by

fo = { 1/(-2 x log(e/(3.715 x dy)) ¥ ¢) (2.40)

. The time constant tg is given by

tg = 2/3x1/usx J(y xfpx1,7d,) (s) (2.41)

Finally the mass flow rate gs(t) can be estimated at any time t after the full bore
rupture of the pipeline by the Wilson model given by equation (2.35).

. Check the validity of the model.

When the pressure wave travelling upstream reaches the opposite side of the
pipeline the Wilson model is not valid any more. This is the case when

te = ly/u (s) (2.42)

The following symbols used in this paragraph have not been mentioned earlier:

d, = pipe diameter [m]

I = pipe length [m]

Qo = initial mass content in the pipeline [ka]

Py, = initial (operating) pressure in pipeline [N/m?]
gso = initial mass flow (discharge) rate [ka/s]
Ty = initial temperature [K]

t = time after rupture [s]

te = maximum time validity model [s]

fo = Darcy friction factor [-1

Y = specific heat ratio [-1

€ = wall roughness [m]

C = constant defined paragraph 2.5.2.4 [-]

Wi = molecular weight of substance i [kg/mol]
o = density of the gas [kg/m3]
Po = initial density of the gas [kg/m3]
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Non-stationary gas outflow from pipelines through small holes

The Weiss model of the outflow of gas from pipelines through punctures (small holes)
aims at the estimation of the blow-down time (and not the mass flow rate as a function
of time).

The model has been developed for blow-down riser design, but can be applied to a
small hole in a pipeline similarly.

The method for accurately predicting gas-pipeline blow-down times, involves
application of appropriate correction factors to a simple calculation that regards the
pipeline as a volume. The correction factors apply to a wide range of length/diameter
values and the ratio of the main pipe area to the area of the small holes [Weiss, 1988].
It is assumed that the gas within the pipeline expands isothermally.

The effect of friction in the pipeline can have pronounced effects on the blow-down
time. The cross-area of a small hole is much smaller than the cross-section of the
pipeline. Consequently the gas velocities in the pipeline are moderate and the flow
may be regarded as quasi-steady. In case the (fp x I,/d;)<40 the pipeline may be
considered as a stagnant volume neglecting the effects of flow and friction in the
pipeline.

An attempt was made to formulate correction factors which could be applied to the
volume model calculations in order to provide better blow-time predictions.

The result was a polynomial expression in (fp x I,/d;) and pipe to hole area
(Ap/Ah'Cd)

Note that the Darcy friction factor fy is explained in subsection 2.5.5.

Numerical procedure non-stationary blow-down time of pipelines through small holes

1. Determine the average speed of sound us and the Poisson ratio y for the blow-
down and calculate the time constant T,

(v +1)/(2(y-1))
—vpx (1))

AT () (2.43)
ug = J(zxyxRxT/w) (m/s) (2.44)
Vv, = Z_:x doxly (m3) (2.45)
y =C,/C, -) (2.26)
2. Calculate the dimensionless sonic blow-down time
T = IN(Py/P,) - (v/(y-1)) x In((y+21)/2) ©) (2.46)

3. Calculate the dimensionless sub-sonic blow-down time T, by solving the following
equation by a standard numerical integration procedure (method by Simpson or
Romberg)

Pt
V=1 v 1 1
<,x| o 7) [ =r e, < dp ©) (2.473)
)Y M(2x(y-1)) px(p -p )

Pcr

T, =
(y+1
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with

p =P/P, -) (2.47b)
pr=1 ©) (2.47¢)
Per = Pcr/Pa (') (2-47d)

The dimensionless sub-sonic blow-down time <, can also be determined more quickly
by using table 2.1 below, knowing the (average) Poisson ratio y of the gas, yet, thereby
losing some accuracy.

Table 2.1  Some values for the dimensionless
sub-sonic blow-down time T4
as function of the Poisson ratioy = C,/C, of the gas

Y Per/Pa Ts
1.20 1.7716 0.7371
1.25 1.8020 0.7605
1.30 1.8324 0.7833
1.35 1.8627 0.8058
1.40 1.8929 0.8278
1.45 1.9231 0.8495
1.50 1.9531 0.8707
1.55 1.9831 0.8916
1.60 2.0130 0.9122

4. Estimate the blow-down correction factor C,

Cp = a; + ap x %log(fp x Iy/dy) + ag x (%log(fp x 1,/d,))? + a4 x (Plog(fp x 1,/d,))?

©) (2.48)
Note that fy is the Darcy friction factor; see paragraph 2.5.5;
with
A=A (A, x Cy) Q) (2.49)
ar=byg + by x A +byax AZ+byyx Al (2.50)

8 =Dy + bypx AL+ by g x AZ + by x AP
83 = b3y + g x Ar+ bggx A%+ by x A°

85 =byy + by x Ar+bygx A2+ by x AS
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These coefficients have been matched with a numerical pipe model that corresponds
well with experimental data.
(2.51)

by, =0.88107 b;,=-0.064749 b;3=0.0067921 b;,=-0.00019302
b,, =0.82784 b,,= 0.053443 b, ;=-0.0088474 b,,= 0.00026646
by, =-0.78302 b;, =-0.0086017 bz =0.0049027 bg, =-0.00016658
b,, =0.34043 b,,=-0.032399 b, ;=0.0013735 b,, = -0.000023546
These correlations are valid for
4<A <16 (2.52)
The following correlations
a3 =Cypq + Cpox (LA) +cya3x (UA)? + ¢y 4 x (LA)? (2.53)
8y =Cpq + Coo x (LA + Cp3 x (UA)? + Cp 4 x (LA)®
a3 =Cgq + C32 x (L/A)) + Ca3x (LA)? + c34 x (LIA,)?
85 =Cq1 + Capx (UA) +Cagx (UA)? + Cy g x (LIA)°
with
;1 =1.0319 €, =-5.2735 ¢;3=25.680 c;,4=-38.409 (2.54)
Cp1=-0.26994  C,,=17.304 C,3=-86.415 cC,,=144.77
C31=0.24175 3, =-12.637 c35="56.772 ¢z, =-88.351
C41 =-0.054856 c4,= 2.6258 cC,3=-8.9593 c,44=12.139
apply to a somewhat wider validity range
3<A =30 (2.55)

but may be not so good a fit in the middle range, and can best be used at the
extremities of the range

3<A <4 (2.56)

16 <A, =30
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5. The duration of the outflow can be determined by
t = (ttts) x T, X Cp (s) (2.57)

The following symbols have been used in this paragraph:

A, = cross-sectional area pipeline [m?]
A, = cross-sectional area hole [m?]
Cq = discharge coefficient hole [-]
C, = blow-down correction factor [-]
d, = pipeline diameter [m]
fo = Darcy friction factor [-]
Y = Poisson ratio [-]
Iy = pipe length [m]
P = (absolute) pressure [N/m?]
p = pressure ratio (P/P,) []
p,, = critical flow pressure ratio [-]
Ps = final pressure ratio [-]
P, = atmospheric pressure [N/m?]
Py, = initial pipeline pressure [N/m?]
R = gas constant [J/(mol-K)]
T = absolute temperature K]
T, = dimensionless sonic blow time [-]
T = dimensionless subsonic blow time [-]
Ug = speed of sound [m/s]
\Y, = pipeline volume [Mm3]
z = compressibility factor [-]

= density [kg/m?3]
T, = time constant [s]

2.5.3 Pressurised liquefied gases

2.5.3.1 Introduction to pressurised liquefied gases

The modelling of the dynamics of a vessel filled with pressurised liquefied
gas aims at predicting the decrease in temperature and liquid mass during outflow.

The way the content in the vessel behaves (‘vessel dynamics’) is very much dependent
on the type of outflow initially from the vessel:

* outflow of pure vapour P,=1
* two-phase outflow O<o,<1
* liquid outflow ®,=0

Note that @, is the quality or vapour mass fraction of the outflowing fluid.

In order to determine which flow type will be at hand, the swell of the boiling liquid
due to the bubble formation relative to the position of the opening inside the vessel
should be estimated first. The DIERS-criteria determine whether two-phase flow
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inside the vessel is apparent in case of top venting. In case of a release the rise of the
liquid level can be estimated by the relation of Mayinger [Belore, 1986].

The model is basically an iterative numerical procedure in which the outflow of gas
and liquid from a vessel is described in small steps. These steps should be small
enough to consider the conditions in the vessel to be constant during one time-step.

The outlines of the numerical procedure for the vessel dynamics concerning the
release of pressurised liquefied gas is somewhat different for each flow type.

The procedure corresponding to the vessel dynamics resulting from outflow of pure
vapour (®,,=1) will be described first. The other procedures will be described as a
variant of this procedure.

In the following, first the criteria for the flow type inside the vessel and the model for
liquid level rise are given.

Next, the initial and termination condition of the numerical procedure will be given.
After this the model in the form of a numerical procedure is described. Every flow
type is related to its own variant of the basic procedure.

The numerical procedure has to be repeated until the termination conditions will
have been satisfied, and as long as the initial flow type remains.

2.5.3.2 Determination outflow type from the vessel

Flow type inside the vessel

A detailed analytical method for predicting the flow regime for two-phase flows from
a vertical vessel during depressurisation was developed by the Design Institute of
Emergency Relief Systems (DIERS) of the American Institute of Chemical Engineers
(AIChE) [DIERS, 1986 and Melhem, 1993].

The DIERS-method proceeds as follows:

1. Determine the outflow rate g ;, assuming vapour outflow at the exit, by using the
equations presented in paragraphs 2.5.2.3 and 2.5.2.4.

2. Calculate the superficial vapour velocity inside the vessel
Uy = Gs1/(pv x AL) (mfs) (2.58)

3. Calculate the bubble rise velocity

Up = Cpy x (9 x 0 x (pL- pv))>**NpL (m/s) (2.59)
with

Cp1 = 1.18 for bubbly flow ) (2.60a)

Cp1 = 1.53 for churn flow (extensive bubble coalescence) (-) (2.60b)

o = surface tension (N/m) (2.60c)
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In figure 2.3 (page 2.24) the bubble flow region and the churn turbulent flow region
have been outlined.

4. The dimensionless superficial vapour velocity is given by
Uyr = UV/Ub (') (261)

5. Calculate the characteristic dimensionless superficial velocity uyg for both typical
two-phase flow types.

For bubbly flow the dimensionless superficial velocity uyg must be greater than

Uyrpf = Py x (1 - ®)?/((1 - @) x (1 - Cpy x D)) ) (2.62a)
with
Cp, = 1.2 for bubbly flow (2.62b)

For churn flow the dimensionless superficial velocity must be greater than

Uyr,ef = 2 x @ /(1 - Cpy x @) ) (2.62c)
with
Cp, = 1.5 for churn flow (2.62d)

The average void fraction @, ,, in the vessel is assumed to be given by
D, =1-¢ (m3/m3) (2.63)

6. Determination whether two-phase flow is apparent inside the vessel, if so than two
phase outflow occurs.

Application of the criteria

UyR = UyR cf — two-phase churn flow “) (2.64a)
UyR = UyR pf — two-phase bubbly flow O] (2.64b)
Uyr < Uyg pf and Uyg < Uyg ¢¢ — vapour outflow -) (2.64c)

Note that if both conditions (2.64a) and (2.64b) are satisfied that churn flow prevails.

If condition (2.64b) is satisfied while two-phase flow is in progress, disengagement is
predicted.
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7. If vapour outflow is predicted, then the procedure is finished. If two-phase flow is
predicted, the quality for top venting ®, ., can be estimated by an implicit

function
Dmen X s _ 1
fov1 X fpya x Uy x py x AL S I1- Cpo % oy x (py/PL) X (1= )/ Py e
) (2.65)
The parameters fg,, and fgy, are flow dependent.
For bubbly flow:
four = D,/ (1-Cpyx®, ,,) Q) (2.65a)
and
fova = (1-Dy )%/(1-DF ) ) (2.65b)
For churn flow:
fovi = 2x @, /(1 -Cp, x @y 5y) Q) (2.65¢)
and
fova = 1 Q) (2.65d)

Note: use the correct value for Cp,.
Equation (2.65) has to be solved iteratively.

The outflow rate g , in every iteration step, must be recalculated by the equations in
paragraph 2.5.3.4 or 2.5.3.5, taking quality ¢, , , into account.

Where

AL = vessel cross sectional area [m?]

Up = bubble rise velocity [m/s]

Uy = superficial vapour velocity in vessel [m/s]

Uyr = dimensionless superficial velocity [-1

Uyrpf = Minimum dimensionless superficial []
velocity for bubbly flow

Uyrcr = Minimum dimensionless superficial [-]
velocity for churn flow

o = filling degree of vessel [m3/m3]

®,. = quality (mass fraction vapour) at the exit [ka/kg]

®,,, = average void fraction in the vessel [m3/m3]
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Rise liquid level

After a (sudden) depressurisation the liquid in the vessel will flash, and due to the
presence of vapour bubbles in the tank the liquid will expand, necessitating a
redefinition of liquid height.

The correlation of Mayinger [Belore, 1986] may be used for the estimation of the void
fraction in the liquid phase in vessels. The procedure may also be used to determine
the rise of the liquid level for outflow through the side wall of the vessel, in order to
check if two-phase outflow will occur.

The void fraction or hold-up in a flashing liquid due to depressurisation is calculated
using the following procedure [Belore,1986].

The superficial vapour velocity is given by

Uy,o = ds/(pv x AL) (m/s)  (2.58)

The surface tension at boiling point, may be calculated using Walden’s rule [Perry,
1973]:

0=C,x L(Tg) xp_ (N/m) (2.66)
with
C,=6.56x10"m

The ratio of the liquid kinematic viscosity to the gas kinematic viscosity at boiling
point can be calculated by using Arrhenius’s relation for liquid viscosity [Perry, 1973]
and Arnold’s correlation for gas viscosity [Perry, 1973], resulting in

v oy = Can x (i x 1038 x oy, x (T+1.47 x Tg) / (p. "8 x T¥2) (-) (2.67)
with
Caa = 37 [mY2.kmolY/6 K12

For convenience we define

Cq)v = «/0/(9 x(pL—pPv)) (m) (2.68a)
The void fraction is given by
@, =0.73 x (UV,OZ/(g X C®V))0.376 X (Cq>v/dv)0'176 X (PL/(PL'PV))O'585 X ("UL/UV)O'256
(m3/m3)(2.68b)
The liquid with bubbles will expand to a new volume

Ve =V d(1-D) (m3) (2.69)
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The increased liquid height can be estimated by using the inverse function between
liquid volume and liquid height for the specific geometry of the vessel (see paragraph
2.5.4.1), written in generalised form

h i =FHVL) (m) (2.70)
Where
D, = void fraction [M3/m?3]
ds = discharge rate [kg/s]
AL = normal liquid surface in the vessel [Mm?]
d, = vessel diameter [m]
T = liquid/vapour temperature [K]
Ui = mol weight chemical i [kg/mol]
oL = liquid density [kg/m?3]
Py = vapour density [kg/m?3]
L(Tg) = heat of vaporisation at boiling point [I/kg]
Ts = normal boiling point [K]
uyo = superficial vapour velocity [m/s]
o = surface tension [N/m]
g = gravitational acceleration [m/s?]
v = liquid kinematic viscosity [m?/s]
Vy = vapour kinematic viscosity [m?/s]
Vi g = expanded ‘liquid’ volume in the vessel [Mm3]
Vi o = initial liquid volume in the vessel [Mm3]

2.5.3.3 Vessel dynamics related to outflow type

The initial and termination conditions for all type of outflows from wvessel filled with
pressurised liquefied gas

The initial condition of the vessel (i=1) is given by its temperature T, filling degree
¢, and vessel volume V.

The initial vapour mass Qy,; and liquid mass Q|_, in the vessel can easily be derived,
given the filling degree ¢ and the storage temperature, by

Qui=¢xVxpL (kg) (2.72)
Qui=(1-¢) xVxpy,y (kg) (2.72)
with
pL1 = pL(To)
pv1 = pv(T1)

The duration of 6t may be chosen freely in principle, and depends of the number of
time-steps N;. When one wishes to estimate the mass flow rate and vessel conditions
at time t,,q, then the size of time step 6t is given by
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&t = tong/N; (s) (2.12)
t = time from the start of the outflow [s]

The larger the number of steps, the higher the accuracy of the model, but the more
time needed for the calculation. The choice N;=50 will be appropriate for most
calculations.
The numerical procedures given should be repeated as long as the constraints are
valid, namely

tj < Teng P>P, T>T, (2.73a)
In case of liquid outflow, an additional constraint for the liquid level is active, namely
hL > hhole (2-73b)

Every time-step the criteria of DIERS and Mayinger should be checked. During the
blow-down the amount of liquid may decrease so that the swelled liquid level will
drop and pure vapour outflow may become apparent again eventually. In case of top
venting the churn flow may change into bubbly flow, or the two-phase flow may
disengage.

If the flow type changes during the outflow, then we have to switch to the appropriate
vessel dynamics model. The calculation restarts with the vessel conditions at the
moment of the switch.

1. Vessel dynamics pure vapour outflow (quality ®.,,=1)

This version of modelling of the dynamics of a vessel with pressurised liquefied gas
aims at predicting the decrease in temperature and liquid mass during outflow of only
vapour. The vessel dynamics are mainly controlled by the evaporation of the
pressurised liquefied gas, which is assumed to be at saturated vapour pressure
initially.

In case no two-phase flow is apparent inside the vessel when top venting, or the rise
of the expanded liquid is below the hole in the vessel wall, only vapour outflow will
be at hand. Due to the outflow of vapour the vessel depressurises. This causes the
liquefied gas to evaporate, and subsequently the temperature will decrease and so will
the saturated vapour pressure.

The basic assumptions of the model are:

1. Liquid mass is removed by evaporation only.

2. The vapour phase is in thermodynamic equilibrium with its liquid phase, which
means that the actual vapour pressure is equal to the saturated vapour pressure at
liquid temperature.

3. The heat capacity and volumetric work done by the vapour is negligibly small
relative to the heat of vaporisation.

4. The heat of vaporisation is drawn from the superheat of the pressurised liquefied

gas only: the heat capacity of the vessel is neglected.

The vapour and liquid phase are homogeneous.

6. Pure vapour from the vapour section is flowing out of the vessel.

o
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The invariant condition controlling the numerical solution is set by the requirement
that the vapour volume and the liquid volume together equal the vessel volume. The
densities of both phases and thus their temperatures at present vapour pressure have
to be adapted accordingly.

Numerical procedure: pure vapour outflow

Starting every step at time t; in the iteration with a condition in the vessel given by T;,

Q. and Qy;, the following procedure aims at calculation of the condition in the

vessel at the end of the small time-step 6t, given by Ti.q, Qp j+1 and Qy j.s.

Assuming thermodynamic equilibrium, the pressure in the vessel can be estimated by
Pi = Py(T)) (N/m?) (2.74)

Let us say that the outflow rate g ; is given by a generalised function f, depending on

whether the outflow is through a hole (see paragraph 2.5.2.3) or a pipe (see paragraph
2.5.2.4)

gs,i = f(P;, T;,QLi,.Qvir--) (kg/s) (2.75)
Guessing a new temperature T, 4 results in a temperature decrease of

ST =Ty -T, (K) (2.76)
The law of heat conservation applied on the evaporation of liquid, results in

QLiir1 = Quix (1-Cp /L, x 8T) (kg) (2.77)
Application of the law of conservation of mass gives

Qu,i+1 = (Q,i-QL,i+1) + Qv - g i x ot (kg) (2.78)
The new temperature T;,, for any time-step can be found by means of the invariant
vessel volume.

The evaporating liquid has to supply vapour to the vapour section in such an amount
that the following condition must be fulfilled

V = Quist/PL(Tis1) + Quiina/pv(Tise) (m®) (2.79)
If not, another guess for temperature T;,, should be made.

The set of four equations (2.76 - 2.79) mentioned above can also be solved by a root-
finding procedure

foT)=V- QL,i+1/pL(Ti+l) + QV,i+1/pV(Ti+l) -0 (m3) (2.799)

The temperature range in which the root T;,, can be found depends on the size of the
time-step. If the number of time-steps N;=50, a value for dT=10 will suffice.
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The time from the start of the release must be increased with one time-step after every
pass through this numerical procedure

i1 =4+ ot (S) (280)
The new condition of the vessel at time t;,; is given by: Ti.q, Qp j+; and Qy iy

This numerical procedure has to be repeated until the termination conditions will
have been satisfied. Every time-step the flow type may be checked.

2. Vessel dynamics in case of (initially) two-phase outflow (quality 0<®,,<1)

This version of the modelling of the dynamics of a vessel with pressurised liquefied
gas aims at predicting the decrease in temperature and mass during the two-phase
outflow.

In case two-phase flow is apparent inside the vessel when top venting, or the rise of
the expanded liquid is above the hole in the vessel wall, see paragraph 2.5.3.2, two-
phase outflow will be at hand. The two-phase outflow will start after the vent of the
gas initially apparent in the vapour section. The vapour initially apparent above the
liquid is assumed to be driven out by the rising liquid acting like a piston. The
duration of the blow-out of the vapour can be estimated by

tv = Qv,Oqu,d)m:l (S) (2-81)
t, = duration vapour blowing out  [s]
Quo = initial vapour mass in vessel [ka]

The initial mass flow rate of only vapour can be calculated by equation (2.22) for
orifices and the set of equations of subsection 2.5.2.5. for pipes, based on the
saturated vapour pressure P’ in the vessel.

ds,om=1 = As(P,") (kg/s) (2.82)
Osem=1 = initial mass flow rate vapour only [ka/s]

The model for two-phase outflow from a vessel is quite similar to the one for outflow
of pure vapour, except for the first assumption.

2a. Hole in side-wall

In case of a hole in the side-wall of the vessel the two-phase mixture inside the vessel
is considered to be homogeneous, and the quality of the outflowing material is
assumed to be identical to that of the vessel.

This assumption forces the quality ®,,, i.e. vapour and liquid mass ratio, to be
constant during the outflow. This leads to some additional statements to the
procedure for outflow of pure vapour.
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The basic assumptions of the model are:

1. the quality of the two-phase outflow just leaving the vessel corresponds to the
average quality inside the vessel,

2. the vapour phase is in thermodynamic equilibrium with its liquid phase, meaning
that the actual vapour pressure is equal to the saturated vapour pressure at liquid
temperature,

3. the heat capacity and volumetric work done by the vapour is negligibly small
relative to the heat of vaporisation,

4. the heat of vaporisation is drawn from the super heat of the pressurised liquefied
gas only: the heat capacity of the vessel is neglected,

5. the expanded boiling liquid has a homogeneous void fraction.

Numerical procedure: two-phase outflow
Qi =QL;i*+ Qu,i (kg) (2.83)
& = QL,i/Q ) (2.84)

Applying the law of conservation of mass gives simply

Qi+1 = Q; - qsdt (kg) (2.85)
Forcing initially the quality to be constant results in

Qri+1 = Qis1 X §j (kg) (2.861)

Qv i+1 = Qi1 x (1-§) (kg) (2.871)

Due to evaporation of liquid, the vapour mass fraction inside the vessel will change.
The law of heat conservation applied to the evaporation of liquid results in an
adaption of the earlier calculated (by equation (2.86)) liquid mass by

Qu,iv1 = Qujir1 x (1-Cp /L, x 8T) (ka) (2.88)

This set of equations replaces equations (2.77) and (2.78) in the numerical procedure
concerning vessel dynamics in case of a pure vapour outflow.

The mass flow rate g must be determined by the equations in paragraph 2.5.3.4 valid
for champagne flow.

The other steps are the same as in the case of outflow of pure vapour.

2b. Top venting

In case of top venting, the basic assumptions of the model are the same except for the

first one:

1. the quality of the two-phase outflow just leaving the vessel @, . is determined by
the outflow model.

In the numerical procedure, equations (2.83) - (2.85) are not relevant anymore, while

equations (2.86) and (2.87) have to be adapted.
Applying the law of conservation of mass simply gives

QLir1 =QuLi-dsx (L - Pp ) x Ot (ka) (2.8611)
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QV,i+1 = QV,i - Qs x (I)m,e x ot (kg) (2.8711)

For this case equation (2.88) still holds.
The mass flow rate g, must be determined by the equations in paragraph 2.5.3.4,
valid for top venting.

3. Vessel dynamics liquid outflow (quality ®,,=0)

This version of the modelling of the dynamics of a vessel with pressurised liquefied
gas aims at predicting the decrease in temperature and liquid mass during the outflow
of a pressurised liquefied gas. The opening in the vessel should be under the
(unexpanded) liquid level inside the vessel.

The model for two-phase outflow from a vessel is quite similar to the one for outflow
of pure vapour, except for the first assumption.

The basic assumptions of the model are:

1. vapour mass is added to the vapour section by evaporation of liquid,

2. the vapour phase is in thermodynamic equilibrium with its liquid phase, which
means that the actual vapour pressure is equal to the saturated vapour pressure at
liquid temperature,

3. the heat capacity and volumetric work done by the vapour is negligible small
relative to the heat of vaporisation,

4. the heat of vaporisation is drawn from the super heat of the pressurised liquefied

gas only: heat capacity of the vessel is neglected,

the vapour and liquid phase are homogeneous,

6. pure liquid is flowing out of the liquid section of the vessel, i.e. the flashing of
liquid takes place outside the vessel.

m

Numerical procedure: liquid outflow

Because the liquid volume inside the vessel decreases, the enlarging vapour section
has to be refilled by vapour through evaporation of liquid

Qui+1 = Qu,i + QLix Cp /L, x 0T (kg) (2.89)

The conservation applied to the evaporation of liquid results in an adaption of the
earlier calculated liquid mass, namely

QLi+1 = QL1 - ds x At + (Qyi+1 - Qv,) (ka) (2.90)

The changes in liquid level can be calculated with the equations given for liquids in
paragraph 2.5.4.1.

These equations replace equations (2.77) and (2.78) in the numerical procedure
concerning the vessel dynamics in case of a pure vapour outflow.

The mass flow rate gg must be determined by the equations in paragraph 2.5.3.3 valid
for two-phase flow in pipes (paragraph 2.5.3.4).

The other steps are the same as in the case of outflow of pure vapour.
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2.5.3.4 Outflow of pressurised liquefied gas through holes

Vapour outflow

In case of pure vapour outflow from a vessel, the relation for gas flow through orifices
can be applied (see paragraph 2.5.2.3).

Two-phase outflow through a hole: Champagne outflow

The standard relations for liquid flow through orifices can be applied; see paragraph
2.5.4.2. However the fluid is assumed to have a density as a function of the vapour
mass fraction [WorldBank, 1988].

So the mass flow rate can be estimated by

ds = CaxAx [(2(Py—P,) x pg) (kg/s) (2.91)

with

Pr =1/ (Pn/py + (1-P)lpL) (kg/m?®) (2.92)

®,, = quality or vapour mass fraction in the two-phase flow [-]

pr = average fluid density (kg/m?3)
In case of liquid outflow from a vessel, the standard relations for liquid flow through
orifices can be applied (see paragraph 2.5.4.2).
2.5.3.5 Outflow of pressurised liquefied gas through piping

2.5.3.5.1 Vapour flow in piping

The relation for gas flow through piping can be applied (see paragraph 2.5.2.4).

2.5.3.5.2 Two-phase flow in piping: introduction

In general for those situations they have been validated for, the so-called
‘Homogeneous Equilibrium Models’ (HEM) are generally accepted and are widely
used [Kukkonen, 1990]. In particular the homogeneous equilibrium model TPDIS
[Kukkonen, 1990] will be described here in detail.
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Two-phase flow in piping by HEM (TPDIS) [Kukkonen, 1990]

TPDIS is an acronym for ‘“Two-Phase DIScharge of liquefied gases through a pipe’.
The description of the TPDIS model has been taken from ‘Modelling source terms
for the atmospheric dispersion of hazardous substances’, Dissertations No. 34, The
Finnish Society of Sciences and Letters, 1990, by Kukkonen.

The complete specification of the model will be concise and will use results that have
been derived by others. References made in the original publication by Kukkonen,
[Kukkonen, 1990] will not be repeated here.

The modelling of the two-phase flow in pipes aims at predicting the mass flow rate,
the velocity, the mass fraction of vapour (the quality) and the thermodynamic state of
the outflowing fluid as a function of the initial conditions at the upstream end of the
piping.

The two-phase pipe flow model TPDIS has been generalised, in particular to allow
for the influence of gravity on two-phase flow and to include a more detailed
description of the flow friction at pipe walls. Especially for refrigerated and semi-
refrigerated kinds of storages gravity may be an important driving term.

TPDIS: basic assumptions

In the model the flow has been divided into three flow regimes:

1. superheated liquid,

2. non-equilibrium evaporating and expanding two-phase fluid and,
3. equilibrium two-phase fluid.

When the stagnant pressure in the vessel is higher than the saturation pressure at
present temperature, the (sub-cooled) liquid will not vaporise in the pipe at first.
Due to the pressure drop in the pipe the pressure will become lower than the
saturation pressure at some point in the pipe. Due to nucleating delay it will take some
time, and thus a certain length along the pipe, to reach thermodynamic equilibrium.
Homogeneous equilibrium flow has been assumed in the third flow regime. This
implies that the fluid is a homogeneous mixture of vapour and liquid, and that the
phases move with the same velocity. For long pipes, the length of the third regime
may be nearly equal to the pipe length.

The process is assumed to be adiabatic. This is a reasonable assumption, as the
outflow is very rapid and the heat energy conducted through the pipe walls is
therefore much less than the energy of the phase transitions.
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Figure 2.10 Two-phase flow regimes assumed in the discharge model (Nyren and Winter,
1987)

Note that particularly the size of regime 2 ‘expanding two-phase fluid’ in figure 2.9
has been exagerated, and is in reality small.

Numerical procedure in case of two-phase flow in a pipe

For convenience the scheme of the numerical procedure of the TPDIS model is given
before the description of the model equations.

Diagram 2.7 Numerical procedure TPDIS

I.  The critical mass flow rate g, at the pipe outlet may be computed by maximising
numerically the right-hand side of equation (2.107) in terms of outlet pressure P,.

Il.  The specific volume of the fluid is computed from equations (2.110) and (2.112).

Ill. The friction is computed by equation (2.99).
Friction is one of the factors determining the flow velocity in the pipe.
As the friction factor depends on the flow velocity and the quality, a numerical
iterative procedure should to be applied.

The model requires thermodynamic data, preferably in the form of correlations of the
temperature. The properties of a few chemicals: ammonia, chlorine, sulphur dioxide,
propane and hydrogen fluoride, are given as a function of temperature in the
saturated state in appendix 2.1. These functions have the original form from the
publication of Kukkonen [1990]. The maximum deviation of the numerical
correlations from the original data is approximately 2%.

TPDIS: initial flow regimes 1 and 2

In HEM the flow is usually taken to be isentropic, which means an adiabatic and
reversible flow. When the conduction of heat and the friction effects can be neglected,
and assuming also that the process is isentropic, we can write the Bernoulli equation
in the following form
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U2/2 = C4?[] x(f Vg x dP + g x hy) (m?/s?) (2.93)

where

u = fluid flow velocity [m/s]
Cq = discharge coefficient [-1

Vg = specific volume of the fluid [m3/kg]
P = pressure [N/m?]
g = gravitational acceleration [m/s?]
h; = fluid height [m]

The discharge coefficient (C,) is a measure for pressure loss of the liquid flow at the
pipe inlet (not related to the outflow at the pipe exit). The pipe is assumed to have a
uniform bore.

The ratio gg/A,, is called the mass flux G defined by

G = qg/A, = UlVg (kg/(m?s)) (2.94)
where
ds = mass flow rate (discharge rate) [kg/s]
A, = cross-sectional area of the pipe [m?]

For very short pipes, smaller than 0.1 m, the discharge of pressurised liquefied gases
can be assumed to remain in liquid form. For liquid flow, the fluid is incompressible
and the equation (2.93) reduces in flow regimes 1 and 2 to the form of

gs = Cqg x Aplv x V(2(vy x (Py-Py)+g x Ah 5)) (kals) (2.95)
where
Vi = specific volume of the liquid phase [m3/kg]
Po = initial pressure in the vessel [N/m?]
P, = pressure at the end of flow regime 2 [N/m?]

Ah_, = liquid height difference in the flow regime 2 [m]

The vertical coordinate axis is chosen to be in the upward direction, and

Ah o, =h g-hp (m) (2.96)
where
h_o = liquid height pipe inlet [m]

h_, = liquid height pipe at end of flow regime 2 [m]

Equation (2.95) gives the mass flow rate at the end of the flow regime 2. This
equation can also be applied in estimating liquid discharges through breaches in
container wall or through very short pipes.
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TPDIS: mass flux equation

In the third regime, the conservation of the total energy of the fluid gives

Ve x dP + d(u?/2) + u? x fp/(2 x d,) x dx + g x dh_ =0 (m?/s?) (2.97)
where
d, = inner pipe diameter [m]
fo = friction factor [-]1
X = length variable along the pipe [m]
Ve = specific volume of the fluid [m3/kg]

The first term in equation (2.97) is the energy per unit mass due to change of state of
the fluid. The second term is the kinetic energy, and the third term is the energy loss
due to flow friction at pipe walls and the fourth term is the potential energy.

The third term in equation (2.97) can be derived from the theory of the turbulent
boundary layer flows, applied to pipes by Landau and Lifschitz. It has been assumed
that the laminar friction forces are in general much smaller than the forces governing
the turbulent energy dissipation.

The friction factor is a function of the roughness of the pipe divided by the pipe
diameter ¢/d,,, and the Reynolds number Re.

The friction factor for turbulent flow in smooth and rough pipes can be computed
from the Colebrook-White law for the transition zone

1WVfp = -2 x 1%log(2.51/(Re x Vfp) + €/(3.715 x d,)) ¢) (2.98)

Equation (2.98) is an implicit equation for fy. Chen has shown that the following
explicit equation gives the same numerical results with an accuracy greater than 0.5%

10 2xC, 10 C, C
U fig = 20 |og((i) 1250 .og((i) S ))
d/ C, "Re d/ C, ReS
) (2.99)

with
C, =3.7065
C, =25226
C; =1.1098
C, =2.8257
Cs; =5.8506
Cs =0.8981
This equation is valid for 4000 < Re <10”. (2.100)
The Reynolds number is given by

Re = U x dy x pipMyp -) (2.101)
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where

u = fluid flow velocity [m/s]

d, = pipe diameter [m]

ppp = density two-phase fluid [kg/m?3]
Ny = dynamic viscosity two-phase fluid [N-s/m?]

The dynamic viscosity is given by

Np =ML % (1-Ppy x (1-(M/My))) ) (2.102)
where
n. = dynamic viscosity of liquid phase [N-s/m?]
ny = dynamic viscosity of vapour phase [N-s/m?]
®,, = quality or mass fraction of vapour [-1

in two-phase mixture
d,, ¢ can be found by equation (2.112).

In integrating equation (2.97) over the third regime, unsolvable integrals of the
specific volume and the density appear. These integrals can be estimated as follows.
We define the volume and density ratio parameters C,, and Cg,

JVEx dx = Cprx Vg x I (m%kg)  (2.103)
-[pedhy = Cgrx pLx Ahy 3 (kg/m?)  (2.104)
with
Ahp 3 =h| »-h ¢ (m) (2.105)
where
Vee = specific volume fluid at the outlet [m3/kg]
pr = density fluid [kg/m3]
p = liquid density [kg/m3]
I = pipe length [m]
h_, = height pipe at end of flow regime 2 [m]
h_e = height pipe outlet [m]
Ahi_ 3 = height difference in third regime [m]

The volume and density ratio parameters are measures of the rate of evaporation in
the equilibrium flow regime. As the fluid is initially liquid and the specific volume of
the fluid increases in the equilibrium flow regime, the following limits are obtained

if I, -> 0 then Cp, and Cg, -> 1.0 (2.106a)

if I, -> o then Cp, and Cg, -> 0.5 (2.106b)
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The lower limits of C,, and Cg, are only approximative; possible values for C,, and
Cg, are between these limits.

If there is phase equilibrium in the tank and the pipe is relatively short, let us say
within a few metres, the change in the specific volume of the fluid is relatively small.
Numerical estimates show that the volume ratio parameter is in the range
0.7<C4,<0.9. If there is phase equilibrium in the tank and the pipe is relatively long,
0.5<C,4,<0.7. If there is overpressure in the tank relative to the saturation vapour
pressure, Cp=1.0. These values apply approximately also for the density ratio
parameter Cg,. The ratio parameters C,, and Cg, are computed in the model from
numerical correlations, based on the values mentioned above.

The following correlations are suggested:

if 0<=1,<=3 Car=Cg =1-0.1xl, (2.106c)
if 3<1,<=20 Car=Cg =0.7-(I,-3) x0.2/17 (2.106d)
if 1, > 20 Car=Cpg =05 (2.106¢)

Thus C,, and Cg, decrease linearly from 1 to 0.7 over the first three meters pipe
length (2.106c) and have a constant value of 0.5 above 20 meters (2.106e). Along the
intermediate region the parameters decrease linearly from 0.7 to 0.5 (2.106d).

The values of the volume ratio parameter C,, are not known precisely in the model.
However, it was found that the numerical results are not sensitive to variations in this
parameter; it can be shown that inaccuracies in estimating C,, cause only a few per
cent error in the mass flux values. The same result also applies to variations in the
density ratio parameter Cg;.

Equation (2.97) can now be integrated over regime 3, using the definitions (2.103)
and (2.104). Finally, combination with equation (2.95) yields the following equation
for the mass flux density qs/A, at the outlet

9
(PO— Pe) +V[ X (AhL,2+ CBr X AhL,B)

(qs(m)z

Ap - LVF,e(Pe) x {1+ (Ip x fD x CAr/(Z x dp)) + Z(Ki x 'I:i/2)}— vL(Pe)/Cd x(1-1/(2x Cd))J
(kg?/(m*s?)) (2.107)

with

T = VEilVEe ) (2.108)
where
K; = resistance coefficient [-]
P. = pressure at the pipe exit [N/m?]
Vyi = specific volume at resistance site pipe [m3/kg]
Vye = specific volume at the exit [m3/kg]
T = specific volume ratio [-]
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The critical mass flow rate g, at the pipe outlet may be computed by numerically
maximising the right-hand side of equation (2.107) in terms of the outlet pressure Pe.

The values of the resistance coefficients are determined by the geometrical structure
of the pipe system. In subsection 2.5.5 resistance coefficients have been given.

The gravity term increases the mass flux for a downward flow (h >0, h,>0) and
decreases it for an upward flow. The parameter Cg, describes the reduced effect of
gravity on two-phase flow, due to fluid vaporisation. The effective density of the fluid
in regime 3 is given by Cg,/v|_

The influence of gravity on two-phase pipe flow depends on the height difference
during flow, on the physical properties of the chemical and on the pressure in the
container. Clearly, gravity is more important for small container pressures. For
instance, for chlorine releases at 15 °C, assuming pipe lengths of 1-5 m and pipe
inclination angles from 10° to 20°, the effect of gravity on the mass flux is
approximately 10%.

TPDIS: specific volume and the quality

The discharge rate can be solved from equation (2.107) using the critical flow
condition if the specific volume of the two-phase fluid as a function of pressure v,(P,)
is known.

The mass flow rate is critical when

(dgg/dPe). =0 (m-s) (2.109)

The critical exit pressure is less than the reservoir stagnation pressure and higher than
the ambient pressure at pipe exit.

The specific volume of the two-phase fluid at the exit aperture can be written in terms
of the vapour and liquid phase specific volumes by

VF,e(Pe) = q)m,e(Pe) X VVs(Pe) + (1"‘Dm,e(Pe)) X VLs(Pe) (m3/kg) (2-110)
where
@, = vapour mass fraction (quality) at pipe outlet [-]
Vee = specific fluid volume at pipe outlet [m3/kg]
vys(Pe)= specific saturated vapour volume at pipe outlet [m3/kg]
Vv s(Po)= specific saturated liquid volume at pipe outlet [m3/kg]

The compressibility of the vapour and liquid phases has also been taken into account,
as the saturation state properties have been used.

The mass fraction of vapour phase at the pipe outlet can be computed using the
isentropic assumption

SL(T0,Po) = P e(Pe) x Sys(Pe) + (1-Pp e(Pe)) x Sis(Pe) (/(kg'K)) (2.111)
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where

S| (To.Pp) = specific entropy liquid phase at initial conditions [J/(kg-K)]
S.s(P.) = specific entropy saturated liquid phase at pipe outlet [J/(kg-K)]
Svs(P.) = specific entropy saturated vapour phase at pipe outlet [J/(kg-K)]

In appendix 2.2 of this section entropy and enthalpy have been given for a few
compounds as a function of temperature.

It can be shown that this yields

q)m,e(Pe) = Te,s(Pe)/Lv,e(Pe) x (SLs(Po)-Sis(Pe)) Q) (2.112)
where
Lye = heat of evaporation of the liquid at pipe outlet  [J/kg]
T, s(Pe) = saturated fluid temperature at pipe outlet K]

at exit pressure

The saturated fluid temperature at pipe outlet at given exit pressure T(P.) can be
found through the saturation curve. By the assumption of thermodynamic
equilibrium the saturation pressure equals the exit pressure

P*(Tes) = Pe (N/m?)  (2.113)

It must be stated that the TPDIS model predicts rather high exit pressures.

The influence of the pipe geometry and the fluid properties on the mass flux

Figure 2.11 shows the influence of pipe length and pipe diameter on the mass flow
rate. The ambient temperature has been set at 15 °C.
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Figure 2.11 The mass flow rate versus pipe length in a chlorine discharge,
for various pipe diameters [Kukkonen, 1990]
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The decrease in mass flux with pipe length is mainly due to flow friction. The effect
of flow friction depends on the relative roughness of the pipe wall (¢/d,), and on the
Reynolds number. The influence of flow friction on the mass flux is typically less than
10% for short pipes (I,<2 m); however, its influence may be much greater for
pipelines. Changing the roughness of the pipe wall in the range from 0.01 millimetre
to 0.1 millimetre (the assumed value was 0.05 millimetre) causes a change of
approximately 10% in the mass flow rate.

2.5.3.6 Non-stationary two-phase propane flow in pipelines

The modelling of the two-phase flow through pipelines aims at predicting
the mass flow rate as a function of time depending on the initial conditions.

Transient release from full bore ruptured pipelines

The model given by Morrow [1983] has been derived for propane, but could be
generalised by using appropriate physical properties.

The model has been designed for initial pipeline pressures at the location of the break
that are (much) higher than the saturation pressure [Dodge, 1996].

The model estimates the mass flow rate from one side of the ruptured pipeline.

This model is used for the entire region of two-phase flow within the pipeline. At the
point of pipe rupture, the upstream and downstream end of the pipe are assumed to
be totally separated so that the flow rates coming from the upstream and downstream
pipe regions are independent. Both flows are determined initially on the basis of
choked flow at the pipe exit. As time progresses, the flow rate diminishes until
choking (equivalent to sonic flow in a perfect gas discharge) no longer occurs.

The model of Fauske is used to determine the correlation of pressure just inside the
pipe exit and flow rate during choked flow. An analysis of two-phase flow pressure
gradient and void fraction (vapour volume) has been developed to provide the mass
depletion in the pipe as a function of exit flow rate and pressure. These correlations
for exit flow and pipe flow together allow correlations for exit flow versus time after
rupture.

The basic assumptions are briefly as follows. The Fauske equation for critical flow at
the exit G, of a full pipe break is used.

Away from the point of rupture, the frictional pressure drop of the pipeline is given
by the Fanning equation, which has been explained in subsection 2.5.5.

The slip ratio used, i.e. the ratio of vapour velocity to liquid velocity, can be calculated
using the relation of Fauske

uy/u, = Vip/py) Q) (2.114)

The thermodynamic properties H_,, Hy, L, and v are relatively insensitive to
changes in pressure. This makes it possible, though not necessary, to correlate some
terms of the equations with a simple (intermediate) polynomial function F;(P). By
doing this, computation time can be saved. For propane the coefficients of these
correlations are given.
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Intermezzo

The Fauske equation for critical flow at the exit G, of a full pipe break is given by
equation (2.115).

Together with the subsequent equations up to and including equation (2.121) the
critical flow can be estimated as a function of the unknown exit pressure P,.

1/Gy2 = - dd,/dP x

{'ZVL + 2\/(V|_ X Vv) - 4q)m X \/(VL X Vv) + Zq)m X VL + 2(I)m X Vv}

42
- AV /AP x {®, x V(v W) - D2 x V(v ) + D2} (m > ) (2.115)
kg
with
&, = (Ho-H/L, Q) (2.116)

The derative of quality ®,,, with respect to pressure is found from the derative of liquid
enthalpy, latent heat and vapour specific volume, by

dd,/dP = - 1/L, x {dH_/dP + @, x (dL,/dP) + 0.5 x &, x u, /v x (dv\/dP)}
(M?N)  (2.117)

The thermodynamic properties H_,, Hy, L, and v, are relatively insensitive to
changes in pressure, so that

d®,/dP ~ - 0.5/L, x ®,, x U 2/v, x (dv/dP) (M2IN)  (2.117a)

A method for expressing u,_as a function of pressure makes use of the slip ratio used
by Fauske. The following equation can be inferred:

F1(P) = (ds x VL/(A x up))?

_ (Ly/(HLo—Hp)) x J(vi/vy)
L+ (L/(H g —Hp) = 1) x J(v /vy)

The value of the bracketed term is influenced primarily by w,(P), the other
thermodynamic quantities are relatively insensitive to changes in pressure.
Note that the right-hand term of equation (2.118) is dimensionless.

¢) (2.118)

Coefficients C; can be calculated by the polynomial approximation of the
intermediate function F;(P) which includes only thermodynamic quantities:

F1(P) = Ccy + Ccpx P+ Cegx P2+ Cy x P3 ) (2.118a)

For propane:

Cc: = -0.0081 [-1 (2.118b)
Cco = 3.1785x 1077 [(m?/N)]

Ccs = 1.8820x 1013 [(M?/N)?]

Ccs = 9.4027 x 101° [(M?/N)?]
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Equation (2.117) and (2.117a) contain a factor (dv,/dP).

The non-stationary flow in a pipeline of a pressurized liquefied gas may be considered
as an adiabatic process. This means that we are looking for a function f(P,T) which
satisfies the following equation

(dv/dP), = f(P,T) (m*s?/kg?)  (2.119)

Combining equations (2.9c) and (2.39a) shows the relationship between the
differential and the speed of sound in the vapour phase

(dv/dP), = -1/(py x Usy)? (m*s?/kg?)  (2.120)

By equation (2.39c) the speed of sound in the vapour phase can be estimated.
However, being stored as a pressurized liquefied gas the approximation by perfect gas
behaviour may not be accurate. The introduction of the compressibility factor z for
non-ideal gases shifts the problem towards finding an expression for z=z(P,T).

In the original publication Morrow [1983] referred to Starling [1983] who presented
an equation of state for several chemicals, like butane, carbon dioxide, ethane, ethene,
hydrogen sulphide, methane, and propane. Data for other chemicals, like for instance
ammonia, can be found in [Edminster, 1984].

The unknown exit pressure P, can be estimated if a boundary condition for the mass
flow rate at the exit g . is given, which could be a function of the exit pressure P, too.
Then it is possible to calculate the exit pressure P, corresponding to g5, by a
rootfinding numerical routine, solving the following equation

G - dse/Ap =0 (2.121)

Note that exit pressure P, will be somewhere between the ambient pressure P, and
the saturation pressure P,’(T).

Where
A, = pipe cross-sectional area [m?]
G, = critical mass flux at the exit [kg/(m?s)]
H, = specific enthalpy of saturated liquid [J/kg]
H_ o = specific enthalpy of saturated [J/kg]
liquid at initial storage temperature
L, = latent heat of vaporisation [J/kg]
P = pressure [N/m?]
P, = ambient pressure [N/m?]
P. = exit pressure [N/m?]
P, (T)= saturation pressure [N/m?]
Js = mass flow rate [ka/s]
Os. = mass flow rate at the exit [ka/s]
uy = vapour velocity [m/s]
u_ = liquid velocity [m/s]
usy = speed of sound in vapour [m/s]
Ty = initial temperature K]
o, = quality [-]
p. = liquid density [kg/m3]
py = vapour density [kg/m?3]
Vi = specific volume saturated liquid [m3/kg]
Vy = specific volume vapour [m3/kg]

2.100



CPR 14E

Chapter 2 of the “Yellow Book’

Numerical procedure in case of two-phase propane flow from complete ruptured pipelines

1. When the initial pressure P, in the pipeline is much higher than the saturation
pressure, the initial discharge flow rate (t = 0) at the pipe break location can be
estimated by assuming sonic liquid outflow through the end of the pipe [Dodge,
1996]

Ose1 = Ap X (PO'Pe)/us,L (kals) (2.122)
where
Po = initial pressure in the pipeline [N/m?]
Us; = speed of sound in liquid [m/s]

The initial estimate of mass flow is based on an acoustic decompression of the
compressed liquid in the pipeline at the break location.

The speed of sound in chemicals that are commonly stored as a pressure liquefied gas,
like propane, ammonia and chlorine, is not easily found in literature as is its pressure
dependency.

The speed of sound in the liquid phase of a few chemicals stored as a pressure
liquefied gas at a temperature of 288.15 K [NIST] are presented in the table:

chemical P,’(T) Ug
(10% - N/m?) (m/s)
propane 7.31 786.2
propene 8.91 7151
ammonia 7.27 1361
butane 1.82 950.6

Most liquids have a speed of sound between 900 m/s and 1500 m/s, and on the
average about 1250 m/s. Liquid propane and propene are both one of the exceptions.
An increase of pressure will increase the speed of sound. In most cases a pressure
increase of about 100 bars will increase the speed of sound in liquids about 5-15%.
So, when the initial mass flow rate calculated by equation (2.121) is based on the
sound speed at moderate pressures conditions, the estimate will be somewhat
conservative.

Use the scheme presented in the intermezzo above, equations (2.115-2.121), to
estimate the unknown exit pressure, and the initial discharge flow rate qs . | implicitly.

In case of propane outflow a better estimate for the initial mass flow rate for moderate
pressures could be calculated by Tam’s model, equation (2.137). For other chemicals
at moderate pressures the correction factor (2.137b) could be applied.

2. Assume a lower value for the exit mass flow rate

Ose2=0.95x(ge1 (kgls) (2.123)
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3. Calculate the average flow rate at the exit

Us,e,, = 0-5(Us e 1t s e,2) (kg/s) (2.124)

4. Calculate the new exit pressure P, corresponding to gs.,, by the scheme
presented in the intermezzo, equations (2.115-2.121), using the following
boundary condition

Ger = Use 2/ Ap (kg/(m?s)) (2.125)

5. Calculate the distance to the interface Al;, from

_ 3xdyx A x[Fy(P) = Fy(Py)]

Al; (m) (2.126)
2
2xfexv x Os.,
with intermediate correlation F,
Fo(P) = Cy x P + Cy/2 x P? + C4/3 x P2 + Cy/4 x P* (N/m?) (2.127)

The upstream flow rate at interface where two-phase flow starts gg , is set to be zero
after the pumps are shut down.

Note that the intermediate function F, is the integral of intermediate function F;
given by equation (2.118a).

Where

d, = inner pipe diameter [m]
fe = Fanning friction factor [-]
u_ = velocity liquid phase [m/s]
Al; = distance from rupture to interface [m]

6. Neglecting the vapour density in comparison with liquid density, the mass
removed from the pipeline Q,; , can be calculated by equation

3xd, x Ay x [Fy(P) — Fy(P)]

Qyiz = (kg) (2.128)

2><f,:><v2|_><qé)e
with

F4(P) = CBl x P + Clez X P2 + CB3/3 X P3 + CB4/4 X P4 + CBS/S X P5
(N/m?)  (2.128a)

Qyi = guantity of mass removed from pipeline by void formation

Note that initially Q;, = 0.
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The coefficients Cg; can be calculated by the polynomial approximation of the
intermediate function F3(P) which includes only thermodynamic quantities.

F3(P) =&, x Fy
=F1 /[ 1+ (L/(HLo-H-1) x V(v ivy) ] ) (2.129)
F3(P) = Cgy + Cgp x P+ Cgg x P2+ Cgy x P2+ Cgg xP*  (9) (2.129a)
The intermediate function F, is the integral of intermediate function Fj.
Note that the right-hand term of equation (2.129) is dimensionless.

The value of the bracketed term is influenced primarily by v,(P).

For propane:

Cg1 = -5.5695 x 102 [-1 (2.128b)
Cg> =  2.94896 x 1077 [(m?/N)]

Cpgs = -1.27218 x 101%  [(M?/N)?]

Cgq =  1.34158 x 10 [(M?/N)?]

Cpgs = -1.8414x 104 [(m?/N)#]

7. Calculate the time increment in step i for mass removed

Ati = (Qyi,2 - Qyi,l)/QS,e,av (S) (2-130)

8. The exit mass flow rate at the beginning of the next time step g, must be set
equal to the exit mass flow rate at the end of the previous time step s ¢ ,.

Repeat the numerical procedure for each new time-step by starting again with step
2, until the distance to the interface Al; is larger than the pipelength L, or if time t
is smaller than the specified time for which the outflow rate or the conditions in
the pipeline must be estimated.

Note that the time after the rupture is given by

t = ZAf (s) (2.130a)
By comparing the initial mass content in the pipeline with the mass removed Qy; , it
may appear that the pipeline is not empty after the last time step. If so, it is

recommended to continue the predicted mass flow rate of the last time step until all
remaining mass will be removed. The duration of this stage of the release is given by

Ate = (po x Ap x Lp - Qyi,2) [ Qse,2 (s) (2.130b)
where
At = duration release remaining liquid [s]
0o = initial liquid density [kg/m3]
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Remark

If the pipeline has been ruptured in the middle (‘double’ guillotine break), then the
overall mass flow rate from the pipeline is twice the calculated value by this model.

In case the rupture is near one of the pipe ends or an isolation valve, both parts of the
original pipeline should be regarded as two independent sources.

The way Morrow accounted for pumping rate in the pipeline apparent before the
break, is not correct.

Dodge [1996] has given several useful comments on Morrow’s model, amongst
others on how to cope with a pumping rate in the pipeline.

In case of a ‘double’ guillotine break to the first order the pumping rate does not
influence the venting rate, and to account for the pumping rate to consider second
order effects would make the computational model much more complicated. In case
of a guillotine break the fluid vents from both the upstream and downstream sides of
the guillotine break.

On the upstream side, the pumping rate (which is in the same direction as the venting
flow) adds to the initial estimate of the venting rate, and thus it will increase all the
subsequent computations of upstream venting rate from Fauske’s model. On the
downstream side, the pumping rate (which is in the opposite direction as the venting
flow) subtracts from the initial estimate of the venting rate, and thus it will decrease
all the subsequent computations of downstream venting rate from Fauske’s model.
The net effect is that the pumping rate tends to cancel out of the venting rate
calculations (but not quite) when the upstream and downstream venting rates are
added together.

For this reason the pumping rate for the ‘double’ guillotine break case can be
neglected, certainly at the early stages of the release.

Transient release from leaking or (partially) ruptured propane pipelines

A simple exponential correlation has been fitted against experiments with 100 metre
propane pipeline of 0.150 m diameter and 0.05 m diameter orifice plate [Tam, 1990].
A characteristic of the transient releases in the test data was found to be that the total
mass of propane inside the test line decreases exponentially with time after a period
of flow establishment. The flow establishment lasted from less than 1 to about
5 seconds, depending on the size of the test orifice. The release rate does not decay
exponentially in this period. In the experiments the duration of the established flow
was 20 seconds or more, again depending on the orifice size.

The model for the transient releases rate is given by

d Q(t)/dt = -C, x Q(t) (kg/s) (2.131)
where
C, = constant of decay [1/s]
Q = mass content pipeline [ka]
t = time from the start of the release [s]
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While by definition the mass flow rate from the pipe is given by
gs(t) = - d Q(t)/dt (kg/s) (2.132)
the following equation can be inferred from the model as formulated by Tam [1990]
gs(t) = C, x Qg x et (kg/s) (2.133)
gs = mass flow rate [kg/s]

The main factors which affect the value of the exponential decay constant were
assessed using statistical analysis. These factors were the initial fluid conditions, such
as fluid temperature, and the test line configurations, such as pipe length and orifice
area. The following regression was obtained from the data set

C, = dg%% x (0.22 x Ag - 0.13 x AL® + Cg, x (T,-288.15))

(1/s) (2.134)
with
dg = dp[m] /0.05 [m] ) (2.134a)
Ag = An/A, ) (2.134b)
and
Cc, = 0.00068 [K1] (2.134c¢)
Where
Ay = cross-sectional area hole [m?]
Ap = cross-sectional area pipe [m?]
Ar = area ratio [-1
d, = pipe diameter [m]
dg = radius ratio [-1
To = initial (absolute) temperature fluid [K]

The deviation between the predictions and the measured results is less than 20%.
The experiments did not result in any significant correlation between the initial
pressure and the value of the decay constant.

Range of experimental parameters:

Initial pressure Po [N/m?] 7.510° - 22:10°
Initial temperature To [K] 287.15-297.15
Pipe diameter dp [m] 0.05-0.15
Area ratio Ag[m?m?]  |0.04-1.0

Although the variation in length of the pipeline has been recognised by Tam as a
factor governing the exponential decay of the transient release rate, no correlation
between the mass flow rate and the pipe length was given.
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Note that equations (2.131) and (2.132) imply that the initial mass flow rate seems
to depend on the initial mass content of the pipe, and thus on the length of the
pipeline, since

qo =0q(t=0)
= C, x Q(t=0) (kg/s) (2.135)
with
Qo =Q(t=0)
=p(To) xV,
=pLox a4 xdy?x L, (kg) (2.136)
where
Qo =initial mass f:ontent pipeline [ka]
V., = pipaline volume )

pLo = density propane at initial temperature T, [kg/m3]

This can not be true, which means that the model can not be used for pipe lengths
other than 100 m.

However, the model can give a good impression of the magnitude of the initial flow
rate after the flow establishment region by

Qo = Co x Cp x pg x /4 x dp2 (kals) (2.137)
with somewhat artificially
Cp=100m (2.137a)

It must be mentioned however, that the duration of the flow establishment will be a
function of the length of the pipeline.

In an engineering approach we could define a (general) correction factor C+,,, by
Cram = o, Tam/0,L ) (2.137b)
with

do,Tam = Propane mass flow rate estimated by equation (2.137)
do,L = propane mass flow rate estimated by equation (2.199)

This correction factor can be used to improve the estimation of the initial mass flow
rate for any pressure liquefied gas assuming pure liquid outflow.
The latter two quantities should be calculated for the same conditions.
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2.5.3.7 Finite duration spray releases

This section provides the models to describe the behaviour of the two-phase
jets into the atmosphere from pressurised liquefied gases. First, the effects associated
with the depressurisation of the release to atmospheric pressure are described.
Secondly, the possibility of rain-out of droplets to the ground (forming an evaporating
pool) is addressed. Therefore, the droplet size is estimated and the evaporation of a
droplet falling through the air. Finally the effects of the evaporation of the droplets
remaining in the air are described, leading to an effective density and concentration
of the vapour/air mixture that will disperse in the atmosphere. The methodologies are
presented stepwise in Diagram 2.8.

Diagram 2.8 Stepwise overview of models to describe two-phase jets
Step 1 Calculate the conditions in the jet after flashing in the atmosphere is
complete:
— flash fraction
— jet velocity

— radius and density of flashed jet

Step 2 Calculation of the droplet diameter after flashing

Step 3 Droplet evaporation and rain-out on the ground:
First determine if droplets may reach the ground;
If so, calculate the liquid mass fraction that will reach the ground.

Step 4 Calculate the conditions in the jet after evaporation of all airborne droplets:
— concentration

— jet velocity

— radius and density of the single-phase jet

In this section extensive use is made of thermodynamical properties of chemicals.
Knowledge is required of the following material properties: density of liquid and
vapour as a function of temperature and pressure, enthalpy as a function of
temperature, kinematic viscosity of the liquid phase, latent heat, surface tension of the
liquid-vapour interface, molar weight, saturation pressure as a function of
temperature and the binary diffusion coefficient of the vapour in air. For a number of
chemicals these data are collected in the Annex of this Yellow Book. In some cases
e.g. (the binary diffusion coefficient) approximate values are presented in the text.

Step 1 - Calculate the conditions in the jet after flashing

The outflow conditions can be characterised by the following quantities:

— the pressure at the exit P, [N/m?],

— the temperature at the exit T, (K),

— the effective cross-section of the exit opening A, [m?],

— the total mass flow rate gs, [kg/s], which is the product of exit cross-section A,
[m2] and mass flux [kg/(m?-s)], and

— the vapour mass fraction (or ‘quality’) at the exit @, . (kg vapour per kg two-phase
mixture).
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In case of outflow through a hole in a vessel wall the exit conditions are identical to
the (bulk) conditions in the vessel.

In case of outflow from piping or pipeline the exit conditions refer to the conditions
in the pipe before the outflow opening.

The density at the exit p, [kg/m3] can be calculated from the vapour density py . at P,
and T, the liquid density p,_, at T, and the quality @, :

1-® )]
l _ ( m,e) 4 me (m3/kg) (2.138)
Pe PLe Pv,e

After the exit the flow will depressurise to atmospheric pressure and liquid will flash
to vapour until the two-phase mixture is at boiling temperature. From conservation
of momentum and conservation of mass the jet velocity after flashing can be
calculated:

(Pe - Pa)Ae +

U, (m/s) (2.139)
Us, e

Uf=

Here P, is the ambient pressure, and u, is the velocity in the exit which follows from
the exit density p, and the mass flux. From the conservation of total energy the quality
after flashing can be calculated:

1, 2 2
HV,f_HV,e"'(l _(Dm,e)l-v,e"'z(uf _ue)

mf = 1- O] (2.140)
Lv,f

Here, Hy . and H, ; are the vapour enthalpies [J/kg] for the exit temperature and
boiling temperature, respectively. L, . and L, ¢ are the latent heat of evaporation at
exit conditions and after flashing, respectively. The average jet density after flashing
ps is calculated using (2.138) by changing in this formula lower index e by lower index
f. Now the increase of the jet cross-section A; and jet radius b; can be calculated from
conservation of mass:

A = Pelea —JAf m2: m 2.141
f = pfuf e f— T ( ) ) ( . )

Step 2 - Calculation of the droplet diameter after flashing

In order to estimate the possibility of rain-out (droplets from the jet falling to the
ground and not contributing directly to the amount of pollutant in the jet), it is
necessary to calculate the droplet diameter after flashing.

In reality, all droplets have different diameters. Here, we only calculate a single
droplet diameter which will be assumed to be representative of all droplets.

The droplet diameter depends on jet velocity, jet size, viscosity and surface tension.
Therefore, use is made of two dimensionless numbers, the Reynolds number Re; and
the Weber number We;. The Reynolds number characterises the balance between
momentum and kinematic viscosity v, the Weber number characterises the balance
between momentum and surface tension o;:
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2b;u;

2bu/
Re, = _ 2Pt fOLf

(GO (2.142)

We;
UL s

Here, by is the jet radius and u is the jet velocity after flashing, p,_ ¢ is the density and
v, is the kinematic viscosity of the liquid after flashing, and o, is the surface tension
between the liquid and the vapour.

The droplet size can now be estimated by the following correlations:

— If Wes < Ref%%°x10% and T, < 1.11Tg (where Tg is the normal boiling
temperature), then:

— Else:
dg = Cye 205 (m) (2.143b)
uf pa

Here p, is the density of air (ambient gas).

In the literature values for the constant Cgg vary between 10 and 20. Here a value of
15 is recommended.

Large droplets falling to the ground will break-up according to the second of the
above correlations, inserting the free fall velocity uy for us. This requires an iterative
solution using the above correlation and formula (2.145) for uq in the following
section.

Step 3 - Droplet evaporation and rain-out on the ground

In this section, first an estimate is made whether droplets originating from the flashing
can fall to the ground. If this is the case, the total mass fraction that will fall on the
ground is calculated.

The droplets are assumed to have the same diameter: the evolution of the single
droplet diameter due to evaporation is therefore assumed to be representative of all
droplets.

Estimation of droplet rain-out requires calculation of the rate of evaporation of
individual droplets. The evaporation is restricted by a heat flux from the ambient air
to the droplet and by the mass flux from the droplet surface into the ambient air.
Therefore, the problem depends on convection and diffusion of heat and mass in air.
The relevant dimensionless numbers are the Reynolds number Rey, based on the
relative velocity of the droplet through the air, the Schmidt number Sc, the ratio of
viscosity to mass diffusion, and the Prandtl number Pr, the ratio between viscosity
and heat diffusion. These numbers will be used in the following calculations. The
latter two numbers only depend on the properties of air and the released chemical:

Uady Sc = Pr = CpPava (=) (2.1443,0,0)

Red = 1_)51
Va D A
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In these definitions, uq is the relative velocity of the droplet in surrounding air. In the
following formulae, it is assumed that uy equals the free fall velocity of the droplet. v,
is the kinematic viscosity of the ambient air, d; is the droplet diameter. D is the binary
diffusion coefficient of the vapour through air. C,, is the specific heat, p, the density
and A is the conductivity of heat of the ambient air. For the Prandtl number in air at
about 288 K one can use Pr=0.71. If no data on the binary diffusion constant D are
available, one can also assume Sc=0.7.

The velocity ug is assumed to be the final free fall velocity. For small droplets, use can
be made of Stokes’ flow regime which is strictly valid for Rey < 1, but the results are
not sensitive to this assumption:

ug = et 2 (mis)  (2.145)

18v,p,

Here p| ; is the density of the droplet at boiling temperature (i.e. the condition after
flashing), and g is the acceleration of gravity (g=9.8ms).

For the calculation of the evaporation from the droplet, first a coefficient kg is defined
which governs the evaporation at the droplets’ surface:

_ 4u,DP, In(l _ Ps(Td))

—T . (m?/s) (2.146)
L,f a

B

a

Here, y; is the molar weight of the released chemicals, P, is the ambient pressure, R
the universal gas constant (R = 8.31434 J x mol K1), T, is the ambient temperature,
and P,’(Ty) is the saturation pressure of the released chemical at the droplet
temperature.

Now, first the temperature difference between the ambient air and the droplet needs
to be calculated. This so-called temperature depression maintains the required heat
flux from the air to the droplet in order to enable the evaporation. This requires the
iterative solution of the following equation. The solution needs to be iterative as the
saturation pressure P, as included in the evaluation of kg, is strongly dependent on
the droplet temperature T. It is not necessary to evaluate the droplet density p, and
the Reynolds number Rey for each iteration:

1 1
Lv,dkBpL{l +0.28Red§SCﬂ

Ty=T,- (K) (2.147)

1 1
441 + 0.28Red§Prﬂ

It is now possible to approximate the maximum diameter of a droplet that will rain-
out from a release height h, above the ground:

1
1 1 39—-17-
dy = 2 {%avathSP 0 204303{ PL.9 } 5[ 729a"”akshs} g} T
M —_— —————————————— - .
18p V2 P9

(m) (2.148)
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This approximation is applicable if Rey (based on dy,) < 4. Rain-out will only occur
if the droplet size after flashing dq is larger than the maximum rain-out droplet dy,.
If dy is smaller than dy,, and Req (based on dy,;) < 4, one may skip to the next section.

If dg is larger than dy, or Rey > 4, the total mass that will rain-out and the mass that
remains in the air need to be calculated. Therefore, a numerical integration needs to
be performed of the evolution of the diameter of the droplet as it evaporates while
falling down. The evolution of the droplet diameter d4(t) can be calculated from the
differential equation:

1 1

k -
d -8 {1 + O.28Red2803} (m/s) (2.149)

at d,

Here Rey depends on the droplet diameter according to (2.144) and (2.145). The
height above the ground of the droplet is calculated by integrating the velocity ug,
which also varies with time according to (2.145), over time. It is assumed that the
release is horizontal, and that there is no initial vertical velocity component. The
integration is performed until the droplet hits the ground, i.e. h(ty)=0. Therefore, t,
follows implicitly from the following expression:

t

0 = h(ty) = hy- fu dt (m) (2.150)
0

In practice, as uq depends on the droplet size, (2.149) and (2.150) are simultaneously
numerically integrated until z=0.

By comparing the droplet size dy when the droplet hits the ground to the initial
droplet size after flashing, dg, the evaporated mass fraction while falling to the ground,
can be calculated. This in turn will lead to the nett mass released to the air by the jet:

d.3
Qs nettair = q)m,qu,e +(1- q)m,f)(l - [d—OJ )qs,e (kg/s) (2.151)
d

Here, gs ¢ is the mass flow rate through the release opening, and @, ; the vapour mass
ratio or quality after flashing. The first term refers to the vapour initially in the jet
while the second term refers to the vapour released while the droplets fall to the
ground. The latter process leads to a cooling of the air entrained in the vapour/aerosol
cloud. This cooling process will be described in the following section, but it requires
the redefinition for the quality and the jet cross-section after flashing in case rain-out
occurs, i.e.:

P 1 ) (2.152)

qnm’f+(l—‘1)m’f)<l_[gg}3)

d

A
q nett.ai f, rainout 2.
Af, rainout = Af—-s—f—e—-a—r bf, rainout — = (m=; m) (2.153)

Us e

P

m, f, rainout =

In case rain-out occurs, in the following sections @, ¢, A;, and gs , should be replaced
by (Dm.f, rainouts Af. rainout: and s, nett,air-

2111



Step 4 - Calculate the conditions in the jet after evaporation of all airborne
droplets

The evolution of a two-phase jets in terms of air entrainment, width, concentration
decay and velocity decay is the same as the evolution of single-phase jets as described
in chapter 4.

In order to perform subsequent dispersion modelling using dispersion models which
do not account for two-phase effects in the plume or cloud, this section provides the
technique to calculate the cooling of the single-phase jet after all airborne droplets
have evaporated. More details about coupling are provided in section 2.7.2.2.

The concentration in the jet corresponding to the amount of air which has to be
entrained into the jet in order to evaporate all aerosols, has to be calculated in an
iterative way from the enthalpy balance. The total changes in enthalpy due to
temperature change, evaporation of aerosol or condensation of ambient humidity,
need to be zero:

A(Hchemical) + A(Hdry air) + A(H ) =0 (‘]/mOI) (2-154)

water vapour

The terms in the foregoing enthalpy balance will be evaluated separately below.
The molar fraction c; of the vapour in the jet is equal to the partial vapour pressure.
As long as droplets are present up to the moment when all liquid has just evaporated,
the partial vapour pressure equals the saturation pressure at the jet temperature T

o]
C = Pu(T))

j = “) (2.155)

a

If all liquid aerosol has evaporated, the quality or vapour mass fraction @, ; is zero.
In that case the enthalpy change of the released chemical since flashing follows from:

A(Hchemical) = Cj Ms[_ (1 - q)m,f)l-v, it Hf - Hj] (‘]/mOI) (2-156)

Here, ug is the molar mass of the released chemical, L, is the latent heat of
evaporation, and H; and H; the specific enthalpies at boiling temperature and jet
temperature, respectively.

The enthalpy changes of air depend on the humidity of the air. The mass fraction of
water vapour in the ambient dry air (it is assumed no water droplets or mist are
present in the ambient air) is given by:

m, _ RHGPy(To)

W avwwa ) (2.157)
Mga (R/ny) TP,

Here, RH, is the ambient relative humidity, P, (T,) is the saturation pressure of

water at ambient temperature T,, R is the gas constant, u,, is the molar weight of

water, and p, is the density of ambient air.
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After the air in the jet has cooled down to jet temperature T, part of the water vapour
may condense. The remaining mass fraction of vapour is calculated by:
m TPy (T,
w o TaPuu(™) O (2.158)
[0}
Mya RHaTjPV’W(Ta)

The molar fraction of water vapour to dry air at ambient temperature and jet
temperature, respectively, are:

m m
c, = e Coy = it ) (2.159)

wv
mda“w mda“w

Here u, and u,, are the molar weights of (dry) air and water, respectively (u, =
28.96-10° kg/mol, u,, = 18.02:103 kg/mol.
The enthalpy change of entrained dry air can now be calculated by:

(1-¢;)
(I+cyy)

Here C,, is the specific heat of air.
The enthalpy change of the water entrained with the air is:
(I-cj)

A(Hwatervapour) = mMW[CP;W(Ta_Tj)]

A(Hgpy, air) = Cplta(T,—-T)) (¥mol)  (2.160)

(I/mol) (2.161)

Here, L, ; is the latent heat of water at jet temperature, and C,, is the specific heat
of water vapour.
The jet temperature and molar fraction or volume concentration c; can be calculated
iteratively from the expressions above. First, an initial temperature T; is chosen for
which the molar fraction c; can be calculated using (2.155). Then the contributions
T to the enthalpy balance can be evaluated and the total sum can be calculated from
(2.154). By means of an iterative procedure (Regula Falsi) new values of T; can be
selected in order to minimise the sum of enthalpy changes.
The situation in the jet just after complete evaporation of the liquid aerosols of
released material (note water aerosols are likely to be present), is relevant in order to
calculate the total (negative) buoyancy released to the air. The density of the jet can
be calculated as follows. First, the equivalent molar mass of the vapour mixtures is
calculated:
(I-¢j)
Wjg = Cjug+ — (Mgt Cpyliy) (kg/mol) 2.162)
(1+cy)

The density of the vapour only follows from the perfect gas law:

Pand

& (kg/m3)  (2.163)
RT,

Pja =

In order to account for the condensed water vapour, the additional water liquid molar
fraction is calculated:
_ (1 - Cj) Uy

CjL - m(CW_CWV)Uﬁ (‘) (2164)
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Now the density follows from:

1+c;
pj = _.l_iCE_ (kg/m3)  (2.165)
jL
m pW,L

Here, p,, is the density of liquid water at jet temperature.

One can define an equivalent single-phase source to be used for any jet model or
dispersion model by a uniformly distributed velocity u; over an area A;. The initial
volume concentration in this volume flow rate is c;:

Ug

U= (m/s) (2.166)
1+ ﬂ%
C s
A.
u
A = P A b = ,— (m2m) (2.167)
] ou f ] T
17

2.5.3.8 Instantaneous release of pressurised liquefied vapours

This section provides models to describe the behaviour of pressurised
liquefied vapours after complete loss of containment. First, the effects associated with
the sudden depressurisation of the release to atmospheric pressure are described.
Secondly, the rain-out of liquid on the ground is estimated. Thirdly, the growth of the
expanding cloud while entraining air, is described. Finally, the effects of droplet
evaporation on the cloud density are described.

The methodologies are presented stepwise in Diagram 2.9.

Diagram 2.9 Overview of steps to describe instantaneous two-phase releases

Step 1 Calculate the conditions after depressurisation to atmospheric pressure:
— flash fraction

— expansion velocity

— cloud radius and density

Step 2 Calculate the rain-out fraction to the ground
Step 3 Calculate the expansion of the cloud during the entrainment phase
Step 4 Calculate the conditions in the cloud after evaporation of all airborne
droplets:
— concentration

— expansion velocity
— cloud radius and density

In general the same material properties as in section 2.5.3.7 are required.
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Step 1 - Calculate the conditions in the cloud after depressurisation

The storage conditions as they prevail in the containment prior to the release will be
assumed to be input for the calculations.

These conditions are:

Storage temperature To  (K)
Pressure Po  (N/m)
Total mass stored Q  (kg)
Vapour mass fraction Do ()

(to be derived from the fill level of the vessel)

The expansion to atmospheric pressure leads to flashing and evaporation of liquid.
After flashing, the temperature Ty equals the normal boiling temperature of the
released chemical.

The vapour mass fraction @, ¢ after flashing can be calculated assuming isentropic
flashing:

o oo S S
m, 0 +90,L 2L

_ T -
D, ;= 0 o ©) (2.168)

T

Here L,, and L,; are the latent heat of the chemical at storage and boiling
temperature, respectively, and Sy and S;, are the entropy of the liquid chemical at
storage temperature and pressure and boiling temperature and ambient pressure,
respectively. If no detailed data on entropies are available, this can be approximated
by:

T T ) (2.169)

_ — - .
T L, Pt

() D

m,f =
v, f

Here C,, _is the specific heat of the liquid.

It is assumed that the stored chemical is initially at rest. During flashing the
liquid/vapour cloud will expand with a velocity which follows from the conservation
of total energy during flashing. This energy balance also includes the work performed
on the ambient air. The real expansion velocity will be about 20% lower than the
value which follows directly from the energy balance because part of the kinetic
energy will be transferred to turbulence and the flashing process will probably not be
isentropic. So the expansion velocity u; is approximated by:

P, - Pa>

Us = 0~8/\/2(H0,V—Hf,v+(1_qu,f)Lv,f_(l_q)m,O)Lv,O_ Bo
(mfs) (2.170)

Here Hy\ and Hy, are the vapour enthalpy of the released chemical at storage
temperature and boiling temperature, respectively. pg is the average density of the
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chemical in the vessel, which can be calculated by (2.138), thereby changing index e
to index 0.

The total volume V; after flashing follows from

V; = gf (m3) (2.171)

Here ps is calculated by (2.138) thereby changing index e to index f. For a vessel on
the ground the expanding cloud will be a hemisphere. After flashing the radius of the
hemisphere will be:

3vf 1/3
b; = (%) (m) (2.172)

Step 2 - Calculate the rain-out fraction to the ground

The amount of liquid raining out from the cloud depends on the flash fraction. If & ¢
< 0.5, twice the initial flash fraction will remain airborne, i.e.:

Qrettair = 2Pm, Q (kg) (2.173)

If & ¢> 0.5, no rain-out is assumed. If rain-out occurs, the vapour mass fraction in
the cloud needs to be redefined. From the calculation of Qp¢ 4, it follows that in that
case always @p, ¢ 4inout=0.5. It is also necessary to redefine the cloud density p¢
(formula 2.138 using @y, ¢ rainout): Ve @and by. In the following sections one should
replace Q, @,  ps, Vs and by by these redefined values if rain-out occurs.

The fraction of total mass not remaining in the air will form an evaporating pool on
the ground.

Step 3 - Calculate the expansion of the cloud during the entrainment phase

It is assumed that after flashing air is entrained in the cloud. The concentration of air
and released chemical in the cloud are uniform throughout the cloud.

If we define t; to be the time when flashing is complete, i.e. when the radius b equals
bs, the evolution with time after flashing of the radius and expansion velocity of the
cloud can be calculated by:

1

b(t) = [4ufbf3(t_ te) + bf4:|z1 (m) (2.174)
_ by’
u(t) = ug (BZE')) (mis) (2.175)
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Step 4 - Calculate the conditions in the cloud after evaporation of all
airborne droplets

In order to calculate the extent of the two-phase cloud and to enable coupling with
dispersion models which need an initial cloud size, this section provides the method
to determine the size of the cloud when all aerosol has evaporated and the expansion
velocity is reduced to the wind velocity at the cloud height after flashing b;.

The determination of the amount of entrained air needed to evaporate all liquid
aerosol (except condensed water from the water vapour contained in the air), or, in
other words, the required concentration c;, is performed as described in section
2.5.3.7, (2.154) to (2.165), reading ‘cloud’ for ‘jet’. These formulae also provide the
averaged cloud density p;.

The cloud volume V; and radius b; at the moment all aerosol has evaporated are
approximately:

3V.3
v, = 2 b, = (___1)3 m3m)  (2.176)
CiPs 271

Here ps; is the density of the vapour of pure released chemical (i.e. it is not the
cloud averaged density) at the cloud temperature T;. The initial volume
concentration in this cloud is c;.

Subsequent dispersion modelling can now take place if the expansion velocity u; is
lower than the wind speed u, at the cloud height after flashing by. u; can be calculated
using (2.175) if b; is inserted for b(t).

If u; > u,(by), the radius of the cloud by;s, and the volume Vg, (input for dispersion
modelling) can be calculated from:

W=

u 2
Pyisp = bs ( ! ) Vaisp = §Wb3disp (m;m3)  (2.177)

Uy(by)

Assuming that the averaged molar specific heat of the cloud after evaporation is equal
to the molar specific heat of air, the temperature T s, of the cloud of volume Vs,
can be calculated by:

Taisp = T (K) (2.178)

- Vi (1- T_a)
Vdisp

T;

The molar or volume concentration c;gs, at this stage of the cloud is:

Vi Tdisp

disp ' j

The cloud density pgisp, can be estimated (neglecting the effect of water vapour or
droplets) by formulae (2.162) and (2.163) (section 2.5.3.7), assuming c,,, = 0 and
inserting T i, and Cggp for T and c;, respectively.

The initial clouds V; or Vs, (depending on whether the cloud expansion velocity u;
exceeds the windspeed) can be used as initial conditions for dispersion models.
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2.5.4 Liquids

2.5.4.1 Vessel dynamics liquid

The modelling of the dynamics of a vessel filled with (non-boiling) liquid
aims at predicting the decrease of liquid mass during the outflow of liquid.

The hydraulic pressure driving the mass flow rate depends on the liquid level in the
tank; a constant pressure P by compression with inert gas may be taken into account.

Applying the basic law of conservation of mass, and taking into account the hydraulic
pressure of a liquid column, will suffice for an adequate description of the vessel
dynamics.

The model is basically an iterative numerical procedure in which the outflow of liquid
out of a vessel is described in small steps. These steps should be small enough to
consider the conditions in the vessel to be constant during one time-step.

First, the initial condition and termination condition of the numerical procedure will
be given. Next, the model in the form of a numerical procedure is given. This
numerical procedure has to be repeated until the termination conditions have been
satisfied.

Finally, equations relating the liquid height to the liquid volume in the vessel for few
vessel shapes are given.

Initial conditions and termination procedure (non-boiling) liquid outflow from a vessel

The initial condition of the vessel (i=1) is given by its filling degree ¢, constant
temperature and vessel volume.
The liquid mass in the vessel can easily be calculated given the (initial) filling degree

¢, by

QL1=¢xVxp(T) (kg) (2.180)
where
QL1 = liquid mass initially in the vessel [ka]
) = filling degree [M3/m?3]
\Y, = vessel volume [m3]
p. = liquid density at storage temperature [kg/m?]

The initial liquid volume can be estimated by

Vi1 =QuLi/pL (m3) (2.181)
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The initial liquid height can be estimated by using the inverse function between liquid
volume and liquid height for the given geometry of the vessel (see next sub-paragraph:
eq. (2.193a), (2.193b), (2.193c), expressed by

h s =F1(VL1) (m) (2.182)
The duration of 6t may be chosen freely in principle, and depends of the number of
time-steps N;. The choice N=50 will be appropriate for most calculations. If one
wishes to estimate the mass flow rate and vessel conditions at time t,,4, then the size
of time-step 6t is given by

Ot = tong/N; (s) (2.12)

The numerical procedures given should be repeated as long as the constraints are
valid

ti < teng hL > hpgle (2.183)

The larger the number of steps, the higher the accuracy of the model, but the more
time needed for the calculation. The choice N=50 will be appropriate, for most
calculations.

Numerical procedure non-boiling liquid outflow from a vessel

Starting every step at time t; in the iteration with a condition in the vessel given by
Q. the following procedure aims at calculation of the condition in the vessel at the
end of the small time-step dt, given by Qy ;.

Let us say that the outflow rate g ; is given by a generalised function f, depending on
whether the outflow is through a hole or a pipe (see paragraph 2.5.4.2)

Qs,i = f(hyi,Ps-..) (kg/s) (2.184)
The conservation of mass leads very simply to
dQ = - (g x dt (kg) (2.185)

The liquid content will decrease with

8V, = 8Q/p, (m3) (2.186)
thus
Viier = Vi + 8V (md) (2.187)

For simple geometries equations are available to calculate the liquid volume and the
size of the liquid area as a function of the liquid level.
In general the following formulation holds
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ALi=f(hy ... (m?) (2.188)
Then the new liquid level can be calculated by

dh, =08V /AL (m) (2.189)

hiisa = he i+ 0hg (m) (2.190)

The time from the start of the release must be increased by one time-step after every
pass through this numerical procedure

=4+ ot (S) (2191)

The new condition of the vessel at time t;,; is given by: Q j,; or hy_j,;.
This numerical procedure has to be repeated until the termination conditions have
been satisfied.

Liquid height as a function of liquid volume

For simple geometries equations are available to calculate the liquid volume V, and
the size of the liquid surface in the vessel A, as a function of the liquid level h, in the
generalised form expressed by

AL =F(h) (m?) (2.192)
Ve =F(h) (m3) (2.193)

For instance, the following relations hold for a few geometries

* sphere
AL = 7 x (r2-(r-h)?) (m?) (2.192a)
V| = a3 xh? fx (3xr-h) (m3) (2.193a)

* horizontal cylinder
AL =2xLxV(2xr-h)xhy) (m?) (2.192b)
V| =L x [r? xacos(1-h,/r) - (r-h;) x V((2 x r-h;) x h; ] (m3) (2.193b)
* vertical vessel
AL = Apase (m?) (2.192c)

V. =A_xh, (m3) (2.193c)
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Where

A, = liquid surface inside vessel [m?]
A = base vertical cylinder [m?]
h. = liquid height [m]
V_ = liquid volume in vessel [m3]
r = radius of the sphere or cylinder [m]

2.5.4.2 Liquid outflow through holes and piping

The modelling of the outflow of liquid through holes and piping aims at
predicting the mass flow rate as a function of the pressure drop.

Liquid flow through holes or orifices

For liquids flowing through an orifice the Bernoulli equation can be applied.
Neglecting the initial liquid velocity in the vessel, the mass flow rate can be estimated

by

O, = Cyx AL x J(2(P-P) xpp) (kgls) (2.194)

with

P=P,+P, (N/m?)  (2.195)
and
Ph=p.xgxh_ (N/m?)  (2.196)
A, = cross-sectional area of the hole [m?]
Cyq = discharge coefficient [-]
g = gravitational acceleration [m/s?]
h, = (relative) liquid height [m]
P = total pressure at opening [N/m?]
P, = (hydraulic) liquid pressure [N/m?]
P, = external pressure above liquid [N/m?]
P, = atmospheric pressure [N/m?]
Os = mass flow rate [ka/s]
p. = liquid density [kg/m?3]

The following values for the discharge coefficients are recommended; Beek [1975].
For sharp orifices

Cy=0.62 -) (2.197a)
for straight orifices

Cy=0.82 ) (2.197b)
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for rounded orifices

Cy=0.96 Q) (2.197¢)
and for a pipe rupture

Cyq=1.0 -) (2.197d)
Liquid flow through pipes

The pressure drop for a stationary fluid flow in piping can be estimated by the well-
known Darcy-Weisbach equation.

AP = fo x pgl2 x U x 1/d, (N/m?)  (2.198)

Using this equation, an expression for the (average) liquid flow velocity in the pipe
can be inferred

u. = J(2xAP/I,xd,/(fp x p)) (mfs) (2.199)

The mass flow rate in the pipe can be calculated by

Os = P x U x Apipe (kgls) (2.200)
where
d, = pipe diameter [m]
fo = Darcy friction factor [-]
I = pipe length [m]
u_ = liquid flow velocity [m/s]
AP = pressure over the pipe [N/m?]
p. = liquid density [kg/m3]

According to the equations above, the mass flow rate through a pipe depends on the
friction in the pipe.

In general the friction factor is a function of the Reynolds number (see paragraph
2.5.5).

The Reynolds number, depending on the flow velocity in the pipe, can be expressed
as a function of the mass flow rate

Re = f(qs) (2.201)
For circular pipes
Re = (4/m) x qs/(d, x 1) ©) (2.201a)

This means that the mass flow rate in the pipe has to be calculated by iteration.
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2.5.5 Friction factors

Fluid flows in pipes and pipe fittings are associated with friction. The
friction causes a pressure drop depending on the roughness of the pipe wall and on
the shape of the pipe fitting.

Friction in straight pipes

The Colebrook-White law yields the friction factor as a function of pipe diameter,
roughness of the inner pipe wall, flow velocity and viscosity.

If used in combination with the Darcy-Weisbach equation, the two equations are
considered by many authorities as the best equations available for determining the
head loss for turbulent flow in commercial pipes, as stated by Ackers in 1963
[Radford,1990].

The Darcy friction factor fy can be predicted by the Colebrook-White law for the
transition zone

1Nfp = -2 x Vlog(e/(3.715 x dp) + 2.51/(Re x Vip)) -) (2.202)
The Reynold’s number characterises the flow of fluids and is given by
Re =pxuxdym ) (2.101)

Equation (2.201) can be solved by applying a root finding procedure, and defining an
auxiliary function

F(fp) = 1Vfp + 2 x log(e/(3.715 x d,) + 2.51/(Re x Vp)) (-) (2.202a)

The auxiliary function F(fp) equals zero for that fp which is the solution of equation
(2.201), where

fo = Darcy friction factor [-]

d, = pipe diameter [m]

€ = wall roughness [m]

Re = Reynolds number [-]

Uy = fluid flow velocity [m/s]

p; = fluid density [ka/m?q]
M = dynamic viscosity [N-s/mz]

The Darcy-Weisbach equation also predicts the head loss in the pipe

Ahyp = fp x Iy x UZ/(2 x g x d) (m) (2.198a)
Where
g = gravitational acceleration  [m/s?]
Ah_, =head loss [m]
I = pipe length [m]
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The head loss Ah , and pressure drop are simply related
AP = prx g x Ahy, (N/m?)  (2.203)

As apparent from equation (2.202) the Darcy factor is a function of the Reynolds
number and the relative wall roughness (the ratio between the wall roughness and the
pipe diameter). For the wall roughness the values in the table below can be used.

Table 2.2  Some values for wall roughness for pipes

Material Wall roughness ¢
Bronze, lead, glass 1.5 um
Commercial steel, wrought-iron 45 um
Cast iron 250 um

The pressure drop for a stationary fluid flow in piping is also often estimated by the
Darcy Weisbach equation in which the Fanning friction factor is used

AP =4 x e x p2 x u? x 1,/d, (N/m?)  (2.204)
where
fe = Fanning friction factor for flow in pipes  [-]

From the equations, (2.198) and (2.204) it easy to conclude that the Fanning friction
factor is four times smaller than the Darcy friction factor

4xfe =15 (m) (2.205)

When applying the equations from literature one should check which factor is referred
to.

For the Darcy friction other equations and graphics are well-known.
For laminar flow

fo = 64/Re if Re < 2000 ¢) (2.206)
For turbulent flow and smooth pipe the Blasius equation holds
fo = 0.3164 x Re 025 if 4000 < Re < 10° ¢) (2.207)

Friction is one of the factors determining the flow velocity in the pipe. As the friction
factor depends on the Reynolds number being a function of velocity, in general an
iterative procedure should to be applied to estimate the mass flow rate in the pipe.
However, according to figure 2.12 ‘Friction factor for flow in pipes’ it appears that
the friction factor is virtually constant for sufficiently high Reynolds numbers.
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Figure 2.12  Friction factor for flow in pipes by Moody [YellowBook, 1988]
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Non-circular pipes

For non-circular pipes the so-called hydraulic diameter may be used which is defined
as

dp =4 x Apfs, (m) (2.208)
where
A,  =cross-sectional area the pipe [Mm?]
Sp = wetted perimeter of the pipe [m]

Note that for circular tubes the hydraulic diameter is equal to the pipe diameter.

The use of Hazen-Williams and Manning relations should be discouraged, but
empirical equations are quoted in text books and many people working in the field of
hydraulic engineering still prefer them [Radford, 1990].

Additional information can be found in for instance Melhem [1993] and Radford,
[1990].

Frictional pressure drop in pipe fittings

The models for outflow through pipes are developed for a pipe with no bends,
reductions of cross-section or branches. If such elements are present, they can be
accounted for by introducing an extra resistance coefficient.

The relation between the pressure drop and the kinetic energy per element of volume
of the transported product is called the friction or resistance coefficient

K; = AP/(1/2 x ps x u®) -) (2.209)
where
K; = resistance coefficient [-]
AP = pressure drop due to friction [N/m?]
ps = density of the fluid [kg/m?3]
u = flow velocity of the fluid [m/s]

For pipe elements the resistance coefficient K; has the following values

45°-bend :0.35
90°-bend :0.75
open spherical valve :6.4
half-open spherical valve :9.5

inlet piece with sharp edges : 0.5
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2.6 Application of the selected models: calculation examples

2.6.1 Introduction to section 2.6

The models presented in this chapter can be divided into iterative models
and non-iterative models.
Non-iterative models facilitate predictions by applying a set of equations once. For
this type of model calculation examples have been worked out step by step.

Iterative models facilitate predictions only by repeating a (complex) numerical
procedure a (great) number of times. A step-by-step approach would not be practical.
For this type of model the final results will be given only as a function of specified
input.

2.6.2 Compressed gases

2.6.2.1 Hydrogen outflow from a vessel through a hole in the vessel wall

The hydrogen outflow from of a vessel through a hole in the vessel wall can
be calculated by the models presented in paragraphs 2.5.2.2 and 2.5.2.3.

Input:

Initial pressure Po = 50 bar
Initial temperature T, = 288.15 K
Vessel volume \Y; = 100 m?3
Leak size d, = 0.1 m
(cross-sectional area hole A, = 7.854-1073 m?2)
Discharge coefficient Cqy = 0.62 -
Time from start release t = 30 s
Thermodynamic model Adiabatic

Output:

Mass flow at 30 sec ds = 4.65 Kkgls
Gas pressure at 30 sec P = 12.417 bar
Gas temperature at 30 sec T = 193 K
Procedure

The number of time-steps N, has been set to equal 50.

By equation (2.22) the mass flow rate gg; at the beginning of every time-step can be
calculated. Because the pressure in the vessel is much larger than about 1.9-P,, the
gas flow is critical initially.

2127



Using the equations (2.14) and (2.20) subsequently and assuming perfect gas
behaviour (z=1), the variation of the vessel conditions (P;, T;, p;) due to the outflow
can be calculated.

In table 2.3 the variations in the physical quantities have been given.

Table 2.3
Time after rupture | Flowrate | Hole pressure | Gas temperature | Total mass release
[s] [kg/s] [bar] [°C] [ka]
0.00 15.31 50.000 15.00 0,00
0.60 14.92 48.494 12.47 9.07
1.20 14.53 47.037 9.97 17.90
1.35 14.44 46.681 9.35 20.07
1.50 14.34 46.328 8.74 22.23
1.80 14.16 45.630 7.51 26.51
2.10 13.98 44.945 6.29 30.73
2.40 13.80 44.271 5.08 34.89
2.70 13.62 43.609 3.87 39.00
3.00 13.45 42.959 2.67 43.06
3.30 13.27 42.319 1.48 47.07
3.60 13.10 41.690 0.30 51.03
3.90 12.94 41.072 -0.87 54.93
4.20 12.77 40.464 -2.04 58.79
4.50 12.61 39.867 -3.20 62.60
4.80 12.45 39.280 -4.35 66.36
5.10 12.30 38.702 -5.49 70.07
5.40 12.14 38.135 -6.63 73.74
5.70 11.99 37.576 -7.76 77.36
6.00 11.84 37.027 -8.88 80.93
6.30 11.69 36.488 -10.00 84.46
6.60 11.55 35.957 -11.11 87.95
6.90 11.40 35.435 -12.21 91.39
7.20 11.26 34.922 -13.30 94.79
7.50 11.12 34.417 -14.39 98.14
7.80 10.98 33.920 -15.47 101.46
8.10 10.85 33.432 -16.55 104.73
8.40 10.72 32.952 -17.61 107.97
8.70 10.58 32.479 -18.67 111.16
9.00 10.45 32.015 -19.73 114.32
9.30 10.33 31.558 -20.78 117.43
9.60 10.20 31.108 -21.82 120.51
9.90 10.08 30.666 -22.85 123.55
10.20 9.95 30.230 -23.88 126.56
10.50 9.83 29.802 -24.90 129.53
10.80 9.71 29.381 -25.92 132.46
11.10 9.60 28.967 -26.93 135.35
11.40 9.48 28.559 -27.93 138.22
11.70 9.37 28.158 -28.93 141.04
12.00 9.25 27.763 -29.92 143.83
12.30 9.14 27.375 -30.90 146.59
12.60 9.03 26.993 -31.88 149.32
12.90 8.92 26.617 -32.86 152.01
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Time after rupture | Flowrate | Hole pressure | Gas temperature | Total mass release
[s] [ka/s] [bar] [°C] [kg]
13.20 8.82 26.247 -33.82 154.68
13.50 8.71 25.882 -34.78 157.31
13.80 8.61 25.524 -35.74 159.90
14.10 8.51 25.171 -36.69 162.47
14.40 8.41 24.824 -37.63 165.01
14.70 8.31 24.482 -38.57 167.52
15.00 8.21 24.146 -39.51 169.99
15.30 8.11 23.815 -40.43 172.44
15.60 8.02 23.489 -41.35 174.86
15.90 7.93 23.168 -42.27 177.25
16.20 7.83 22.852 -43.18 179.62
16.50 7.74 22.541 -44.09 181.95
16.80 7.65 22.235 -44.99 184.26
17.10 7.56 21.934 -45.88 186.55
17.40 7.47 21.637 -46.77 188.80
17.70 7.39 21.345 -47.66 191.03
18.00 7.30 21.057 -48.54 193.23
18.30 7.22 20.774 -49.41 195.41
18.60 7.14 20.495 -50.28 197.57
18.90 7.05 20.221 -51.14 199.69
19.20 6.97 19.951 -52.00 201.80
19.50 6.89 19.684 -52.86 203.88
19.80 6.81 19.422 -53.71 205.93
20.10 6.74 19.164 -54.55 207.97
20.40 6.66 18.910 -55.39 209.98
20.70 6.59 18.659 -56.22 211.96
21.00 6.51 18.413 -57.05 213.93
21.30 6.44 18.170 -57.88 215.87
21.60 6.36 17.931 -58.70 217.79
21.90 6.29 17.695 -59.51 219.69
22.20 6.22 17.463 -60.33 221.57
22.50 6.15 17.234 -61.13 223.42
22.80 6.08 17.009 -61.93 225.26
23.10 6.02 16.787 -62.73 227.07
23.40 5.95 16.569 -63.52 228.87
23.70 5.88 16.354 -64.31 230.64
24.00 5.82 16.141 -65.10 232.40
24.30 5.75 15.932 -65.88 234.13
24.60 5.69 15.727 -66.65 235.85
24.90 5.63 15.524 -67.42 237.54
25.20 5.56 15.324 -68.19 239.22
25.50 5.50 15.127 -68.95 240.88
25.80 5.44 14.933 -69.71 242,52
26.10 5.38 14.742 -70.46 24415
26.40 5.32 14.553 -71.21 245.75
26.70 5.27 14.368 -71.96 247.34
27.00 5.21 14.185 -72.70 248.91
27.30 5.15 14.005 -73.43 250.47
27.60 5.10 13.827 7417 252.00
27.90 5.04 13.652 -74.90 253.52
28.20 4.99 13.479 -75.62 255.03
28.50 4.93 13.309 -76.34 256.52
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Time after rupture | Flowrate | Hole pressure | Gas temperature | Total mass release
[s] [ka/s] [bar] [°C] [kal
28.80 4.88 13.142 -77.06 257.99
29.10 4.83 12.977 -77.77 259.44
29.40 4.77 12.814 -78.48 260.88
29.70 4.72 12.653 -79.19 262.31
30.00 4.67 12.495 -79.89 263.72

2.6.2.2 Carbon monoxide flow through hole in a pipe

The carbon monoxide outflow from a vessel through a pipe can be
calculated by the model presented in paragraph 2.5.2.4.

Input:

Vessel volume v = 100 m?
Constant pressure upstream Po = 15 bar
Initial temperature T, = 288.15 K
Pipe length I = 1000 m
Pipe diameter d, = 0.254 m
Internal wall roughness pipe £ = 4.510° m
Leak size d, = 01 m
(cross-sectional area hole A, = 7.854:102 m?)
Discharge coefficient Cqy = 0.62 -
Output:

Mass flowatt=0s s = 15.615 kgls
Procedure

The four steps of the numerical procedure given in paragraph 2.5.2.4. have to be
repeated several times. By using equation (2.30a) the number of iterations can be
limited by a root finding procedure.
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2.6.2.3 Non-stationary natural gas (methane) outflow from full bore

ruptured MTH-1 pipeline

The non-stationary methane outflow can be calculated by the models
presented in paragraph 2.5.2.5. In particular, the Wilson model for the outflow of gas
from a full bore ruptured pipeline aims at predicting the mass flow rate as a function
of time depending on the initial conditions.

Input:

Initial pressure

Initial temperature

Initial density

Pipe length

Pipe diameter

Internal wall roughness pipe

Output:

Mass flow at t = Os
10s
20s
50s

100 s
200 s
226 s

Procedure

5 o
o

ds

68.5
288.15
45.8

100 - 10°
1.219
3.0-10°

13829
10335
7793
3623
1543
1017
999

Bar
K
kg/m?3

m
m

ka/s
kg/s
ka/s
ka/s
ka/s
ka/s
ka/s

The rather trivial steps in the set of equations in subsection 2.5.2.5 have to be

followed.

1. The initial total mass Qg in the pipeline can be calculated by

A, =l xdy?

1.167 m?
QO = Po X Ap X Ip

= 5.345 x 10° kg

(2.36b)

(2.36a)

2. The initial release rate gs o can be calculated by using the equations presented in

paragraph 2.5.2.4

Os,0 = 13831 kg/s

(2.37)

For outflow through the pipe opening in case of a full bore rupture it is advised to use

the following value for the discharge coefficient
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Cy=10 (2.38)
and y? =1 (2.24)

. The sonic velocity in the gas ug, assuming adiabatic expansion (AS = 0), is given
for perfect gases (z = 1, T = y =1.31) and for methane (u;=16-10"2 kg/mol) by

ug = J(CxzxRxTy/w) (2.39¢)
=442.9 m/s
. The Darcy friction factor may be calculated by the Von Karman equation
fo = {1./(-2 x %log(&/(3.715 x dp)))}? (2.40)
=9.32-103
. The time constant tg is given by
tg = 2/3x1,/ugx J(y xfp x 1,/d,) (2.41)
= 4764 sec

. Finally the mass flow rate gs(t) can be estimated at any time t after the full bore
rupture of the pipeline by the Wilson model given by equation (2.35).

The mass flow rate for a full bore ruptured pipeline according to the model of Wilson
at t=100

gs(t)= ds,o/(1+Qo/(tz x s 0)) x {Qo/(ts x g5 0) x eXp(-t/tg)

+ exp(-t x tg x (0s o/Qo)*)}
= 12793 kg/s x {7.944 - 102 + 4.118 - 10°%}

= 1543 kg/s

7. Check the validity of the model.

When the pressure wave travelling upstream reaches the opposite side of the pipeline
the Wilson model is not valid any more. This occurs after

te = lyug (2.42)
=1.00 - 10° m / 442.9 m/s

=225.8s
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2.6.2.4 Non-stationary gas flow in pipelines through a small hole

Non-stationary natural gas outflow can be calculated by the models
presented in paragraph 2.5.2.5. In particular, the Weiss model for the outflow of gas
from pipelines through punctures (small holes) aims at the estimation of the blow-

down time.

Estimate the total blow-down time for 25 km of 1.0 metre pipeline which contains
natural gas at 60 bar (60 x10° N/mz) at 0 °C, with a wall roughness of 30 um, in which
a crack has been created with an area of 0.1 m? and a discharge coefficient of 0.62.

Input:

Initial temperature T = 27315 K

Initial pressure P, = 60.0-10° N/m?

Length of pipeline lp = 25-10° m

Pipeline diameter d, = 1.0 m

Cross-sectional area crack A, = 0.1 m?

Discharge coefficient Cqy = 0.62

Speed of sound Ug = 431 mls

Poisson ratio at 0 °C methane Y = 1.31

Wall roughness g = 30-10% m

Ambient pressure P, = 1.00-10° N/m?

Molecular weight methane Ui = 16-10° kg/mol

Output:

Blow out time t = 100 minutes

Procedure

1. Estimate the time constant by equation (2.43)

T, =V x ((y+1)/2)2 ] (ug x A, x Cy) note: a = (y+1)/(2(y-1))

= 1256 s =3.726

Note

vV =J'c/4><d,02><lp
= 19635 m3

and equation (2.26):

y =Cy/C,

2. Calculate the dimensionless sonic blow-down time by equation (2.46)

Pi
Pa

60 bar (60 x 10° N/m?)
1 bar (1 x 10° N/m?)
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So,
Tor = IN(Pi/P,) - (v/(y-1)) x In((y+1)/2)
= 3.485
3. Calculate the dimensionless sub-sonic blow-down time by interpolating table 2.1
y =131
So,
1, =0.79

4. Estimate the blow-down correction factor Cy, by equations (2.48), (2.49), (2.50)
and (2.51)

fo = 0.0964 (pipe wall roughness ¢=0.00003)
foxl/d, =241
A, = qu/4 x dp2

=0.785 m?

AJ(A, x Cg)=12.67

So,
C,=1.12

5. Calculate the total blow-down time by equation (2.57)
t = (TertTs) x Ty x Cyy

= (3.485+0.79) x 1256 x 1.12
= 100 minutes

2.6.3 Pressurised liquefied gases

2.6.3.1 Champagne release of propane through a hole in the side-wall of
vertical cylinder

Input:

Vessel volume VvV, = 47 md
Length cylinder I, = 20 m
Filling degree o = 0.95 m3m?3
Initial temperature Ty, = 303.15 K
Leak size d, = 0.1 m
Leak height h, = 195 m
Discharge coefficient Cqy = 0.62
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Output:

Initial void fraction expanded boiling liquid o, = 0.101 m%m?3
Initial height expanded boiling liquid hleo = 211 m
Initial height of liquid level ho = 190 m
Mass flow at t=5s ds = 127.25  Kkgls
Vapour mass fraction (quality) at t=5s o, = 0.02  kg/kg
Vessel pressure at t=5's P, = 8.261:10° N/m?
Vessel temperature at t=5s T = 292.71 K
Mass of liquid att=5s Q. = 1526.38 kg
Mass of vapour at t=5 s Qy = 24.88 kg
Filling degree at t=5 s ) = 0.65 m3¥m?3
Total mass released at t=5 s Q = 643.32 kg

Procedure

While it is assumed that the hole is in the side-wall of the cylinder, e,g. the equations
of Mayinger are applied to estimate the rise of the liquid level, i.e. equations (2.58)
and equations (2.66) to (2.69).

In the first 0.32 seconds the initial vapour blow-out takes place.

The number of time-steps N, has been set equal to 50.

This means that the duration of the time-step is: At=4.68/50 s=0.0936 s.

While the liquid has risen above the leak just after initial vapour blow-out, champagne
flow will occur. The mass flow rate gs; at the beginning of every time-step will be
calculated by equations (2.91) and (2.92).

By applying equations (2.76), (2.83) to (2.88), and (2.79) or (2.79a), the conditions
at the end of every time-step At can be calculated.

In table 2.4 the variations in the physical quantities have been given.

Remarks

In theory the expanded boiling liquid level has decreased below the leak, at 5 seconds
after the start of the release:

0.0934 m%m?
1.10 m

Void fraction expanded boiling liquid at t=5 s D,
Height expanded boiling liquid at t=5 s hie

However, 5 seconds is a fairy short time in which it may not be expected that
disengagement of the two-phase flow has already taken place.
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Table 2.4

t qs T q)m'e q) QL QV PVO(T)
(s) (kgls) (K) (kg/kg) (m¥m?3) (k) (kg) (N/m?)
0.00 13.92 303.15 0.0003 0.9500 2168.94 4.29 10.79-10°
0.32 131.60 294.55 0.0017 0.9223 2165.26 3.68 8.67-10°
0.41 131.27 294.40 0.0017 0.9155 2150.47 6.18 8.64'105
0.51 131.00 294.37 0.0029 0.9101 2137.81 6.58 8.63-10°
0.60 130.89 294.35 0.0031 0.9046 2125.16 6.97 8.62:10°
0.69 130.84 294.32 0.0033 0.8992 2112.51 7.37 8.62:10°
0.79 130.78 294.29 0.0035 0.8937 2099.88 7.76 8.61-10°
0.88 130.72 294.27 0.0037 0.8883 2087.24 8.15 8.61*105
0.97 130.67 294.24 0.0039 0.8828 2074.62 8.55 8.60-10°
1.07 130.61 294.21 0.0041 0.8774 2062.00 8.94 8.59-10°
1.16 130.55 294.19 0.0043 0.8719 2049.38 9.33 8.59-10°
1.25 130.49 294.16 0.0045 0.8665 2036.78 9.72 8.58-10°
1.35 130.43 294.13 0.0047 0.8611 2024.18 10.11 8.58-10°
1.44 130.37 294.10 0.0050 0.8556 2011.58 10.49 8.57-10°
1.54 130.31 294.08 0.0052 0.8502 1998.99 10.88 8.56-10°
1.63 130.24 294.05 0.0054 0.8448 1986.41 11.27 8.56-10°
1.72 130.18 294.02 0.0056 0.8393 1973.84 11.65 8.55-10°
1.82 130.12 293.99 0.0059 0.8339 1961.27 12.04 8.54-10°
1.91 130.05 293.96 0.0061 0.8285 1948.71 12.42 8.54-10°
2.00 129.99 293.93 0.0063 0.8231 1936.16 12.81 8.53-10°
2.10 129.92 293.90 0.0066 0.8177 1923.61 13.19 8.52'105
2.19 129.86 293.87 0.0068 0.8123 1911.07 13.57 8.52:10°
2.28 129.79 293.84 0.0071 0.8069 1898.54 13.95 8.51-10°
2.38 129.72 293.80 0.0073 0.8015 1886.01 14.33 8.50-10°
2.47 129.65 293.77 0.0075 0.7961 1873.49 14.71 8.50-10°
2.57 129.58 293.74 0.0078 0.7907 1860.98 15.09 8.49-10°
2.66 129.51 293.71 0.0080 0.7853 1848.48 15.46 8.48-10°
2.75 129.44 293.68 0.0083 0.7799 1835.98 15.84 8.47-10°
2.85 129.37 293.64 0.0086 0.7745 1823.50 16.21 8.47-10°
2.94 129.30 293.61 0.0088 0.7691 1811.02 16.59 8.46-10°
3.03 129.22 293.57 0.0091 0.7638 1798.55 16.96 8.45-10°
3.13 129.15 293.54 0.0093 0.7584 1786.08 17.33 8.44*105
3.22 129.07 293.51 0.0096 0.7530 1773.63 17.70 8.44'105
3.31 129.00 293.47 0.0099 0.7477 1761.18 18.07 8.43-10°
3.41 128.92 293.43 0.0102 0.7423 1748.74 18.44 8.42-10°
3.50 128.84 293.40 0.0104 0.7369 1736.31 18.81 8.41-10°
3.60 128.76 293.36 0.0107 0.7316 1723.89 19.18 8.40-10°
3.69 128.68 293.32 0.0110 0.7262 1711.47 19.54 8.40*105
3.78 128.60 293.29 0.0113 0.7209 1699.07 19.91 8.39-10°
3.88 128.52 293.25 0.0116 0.7155 1686.67 20.27 8.38-10°
3.97 128.43 293.21 0.0119 0.7102 1674.28 20.63 8.37-10°
4.06 128.35 293.17 0.0122 0.7049 1661.91 20.99 8.36-10°
4.16 128.26 293.13 0.0125 0.6995 1649.54 21.35 8.35-10°
4.25 128.18 293.09 0.0128 0.6942 1637.18 21.71 8.35*105
4.34 128.09 293.05 0.0131 0.6889 1624.83 22.07 8.34-10°
4.44 128.00 293.01 0.0134 0.6836 1612.49 22.42 8.33-10°
4.53 127.91 292.97 0.0137 0.6783 1600.15 22.78 8.32:10°
4.63 127.82 292.93 0.0140 0.6729 1587.83 23.13 8.31-10°
4.72 127.73 292.88 0.0144 0.6676 1575.52 23.48 8.30-10°
4.81 127.64 292.84 0.0147 0.6623 1563.22 23.83 8.29‘105
4.91 127.54 292.80 0.0150 0.6570 1550.93 24.18 8.28'105
5.00 127.45 292.75 0.0154 0.6517 1538.65 24.53 8.27-10°
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2.6.3.2 Outflow quality when top venting propane from vertical vessel

through a hole

The outflow quality when top venting pressure liquefied propane from
vertical vessel can be calculated by DIERS’ method presented in paragraph 2.5.3.2.

Input

Filling degree vessel
Liquid surface

Leak size

Discharge coefficient

Vessel temperature
Vapour pressure
Surface tension
Liquid density

Vapour density at P=P,’

Poison coefficient
Atmospheric pressure

Output

Actual outflow rate
Exit quality

Procedure

qs,2
¢m,e,2

0.5
10
0.1
0.62

288.15
7.309-10°
0.8155-10%
509.3
13.42

1.13
101325

50.01
0.1378

m3/m3

N/m?
N/m

kg/m3
kg/m3

N/m?

kals
ka/kg

1. The vapour outflow rate g, is estimated by using the equation (2.22) for an orifice

Gus = Cax Ay xibx (o x P xy x (2/(y + 1) V01

= 9.68 kg/s

2. Calculate the superficial vapour velocity inside the vessel

Uy = qs,ll(pVXAL)

=0.0721 m/s

3. Calculate the bubble rise velocity, for bubbly flow

Up=1.18 x (g x 0 x (pL-pv))O'ZS/in

=0.131 m/s

(2.22)

(2.58)

(2.59) and

(2.60a)
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and for churn flow

U, = 1.53 x (g x 0 x (p_-pv))*%/ Jp, (2.59) and

=0.170 m/s (2.60b)

4. The dimensionless superficial vapour velocity is given by

Uyg = Uy/Uy (2.61)

So, for bubbly flow

Uyg = 0.549 m/s

and for churn flow

Uyg = 0.424 m/s

5. Calculate the characteristic dimensionless superficial velocity uyg for both typical
two-phase flow types.

The void fraction in the vessel can be calculated by

o, =1-¢ (2.63)
= 0.5 m¥/m?
Uyrpr = Py x (1-D,)2/((1-D) ) x (1-1.2 x D)) (2.62a,b)
=0.357 m/s
Uyrer = 2 x D /(1-1.5 x D) (2.62¢,d)
=4.00 m/s
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6. Determination whether two-phase flow is apparent inside the vessel

Application the of criteria

Uyr < Uyg ¢ — NO churn flow (2.64c)

Uyr = Uyr pr — two-phase bubbly flow (2.64b)

7. The exit quality and outflow rate can be calculated by solving the set of equations
(2.65), (2.65a) and (2.65b). The iteration can be carried out by a root finding
procedure.

For two-phase flow through a hole, the outflow rate can be calculated by

Us2=CyxAx [J(2(Py—P,) x py) (2.91)
with
pav =1 / (‘bm/pv + (l'q)m)/pL) (2-92)

The actual outflow rate g, is given above at “Output”.

2.6.3.3 Stationary two-phase propane flow through full bore ruptured pipe

The stationary outflow of two-phase propane flow from a pipeline can be
calculated by the TPDIS model presented in paragraph 2.5.3.5.

Input:

Pipe length I = 1000 m
Pipe diameter d, = 01 m
Wall roughness pipe € = 4510° m
Constant up-stream temperature To = 288.15 K
Discharge coefficient Cq = 1.0

Output:

Mass flow rate Js = 16.35  kgls
Vapour mass fraction (quality) Dy e = 0.0621  kg/kg
Exit temperature T = 2794 K
Constant up-stream pressure P (Tg) = 7.30910° N/m?
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Procedure

The critical mass flow rate g,(P,) at the pipe outlet may be computed by numerically
maximising the right-hand side of equation (2.107) in terms of outlet pressure P..
The specific volume of the liquid is computed by equations (2.110) and (2.112).
The friction is computed by equation (2.99), using the mass flow rate estimated in
the previous step.

Note that S, (Py) = 4.39-10° J/(kg-K), and the values for the following parameters:
CAFZO'SY CBr:0-5-

2.6.3.4 Non-stationary two-phase flow in pipelines

The modelling of the two-phase flow through pipelines aims at predicting
the mass flow rate as a function of time depending on the initial conditions.

Transient release from full bore ruptured pipelines

Non-stationary two-phase outflow through pipelines can be calculated by the models
presented in paragraph 2.5.3.6.

Morrow’s model can be used to estimate the mass flow rate caused by a full bore
ruptured propane-pipeline as a function of time.

Problem

A pipeline filled with propane is ruptured in the middle. Calculate the transient mass
flow rate as a function of time after the rupture.

Input:

Initial pipeline pressure Po = 60-105  N/m?
Initial temperature T, = 288.15 K
Pipe length Ly = 50:10° m
Pipe diameter d, = 0.254 m
(cross-sectional area A, =  0.05067 m?)
Sound speed in propane liquid Us | = 864.9 mls
Output:

Mass flow at O sec Ose = 672.3  kgls
Quiality at O sec D, = 0.195  kg/kg
Mass flow at 4990 sec Ose = 70.37  kgls
Quiality at 4990 sec D, = 0.298  kg/kg
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Procedure

Guillotine breakage is assumed. Because the rupture is in middle of the pipeline, the
effective length of the pipeline is set at L /2 = 25000 m. The mass flow rate gs, and
the mass removed Q,; , estimated by Morrow’s model are multiplied by a factor 2. The
pumping rate is neglected.

The polynomials fitted by Morrow are used in the calculations. The friction factor is
taken constant: f- = 0.003, and the ambient pressure P, is set equal to 1 atmosphere
(101325 N/m?).

The initial pressure in the pipeline P, is high, hence the initial mass flow rate based
on sonic liquid outflow is used (equation 2.122). For sound speed in propane liquid
at 60 bars overpressure, a more accurate estimation is used here [NIST]. The scheme
defined by equations (2.115-2.121) is used to estimate the initial mass flow rate
(t = 0), because the initial exit pressure is unknown.

For the estimation of the mass flow rate gs., as a function of time, step 1 to step 8
are repeated, until the distance to the interface Al; exceeds the half length of the pipe
line.

In table 2.5 the variation in time of some physical quantities are presented.

Table 2.5
i t; ds | quality Al Qiy 2 P
[1| [s] |[kg/s] |[kgrkal| [m] | [kl | [bar]
0 0.00 67023 | 15.127 0.00 0 2.7994
1 7.84 636.72 | 20.004 141.72 2561 2.7126
2 8.75 604.88 | 20.488 155.24 2843 2.627
3 9.80 574.64 | 20.972 170.00 3155 | 2.5427
4 11.03 545.90 | 21.457 186.10 3498 | 2.4599
5 12.45 518.61 | 21.941 203.68 3876 | 2.3785
6 14.09 492,68 | 22.425 222.87 4291 2.2088
7 16.00 468.04 | 22.908 243.82 4749 | 2.2206
8 18.21 444.64 | 23.389 266.69 5253 | 2.1442
9 20.76 42241 | 23.870 291.67 5807 | 2.0695
10 23.73 401.29 | 24.348 318.96 6417 1.9965
11 27.16 381.23 | 24.824 348.77 7088 1.9253
12 31.13 362.16 | 25.299 381.35 7827 1.856
13 35.73 344.06 | 25.770 416.96 8639 1.7884
14 41.06 326.85 | 26.239 455.89 9532 1.7227
15 47.23 310.51 | 26.706 498.46 10515 | 1.6588
16 54.37 294.98 | 27.169 545.01 11597 | 1.5967
17 62.65 280.24 | 27.630 595.94 12787 | 1.5364
18 72.23 266.22 | 28.087 651.66 14096 | 1.4779
19 83.33 252.91 | 28.541 712.65 15537 | 1.4212
20 96.19 240.27 | 28.991 779.42 17122 | 1.3662
21 111.09 228.25 | 29.438 852.52 18867 1.313
22 | 12835 216.84 | 29.882 932.58 20788 | 1.2615
23 | 14835 206.00 | 30.322 1020.30 22002 | 1.2117
24 | 17152 195.70 | 30.758 1116.40 25230 | 1.1635
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i ti ds quallty A Ii Qiy,z Pe

[1| [s] | [kg/s] |[kgrkg] | [m] | [ke] | [bar]
25 198.39 185.91 31.191 1221.70 27792 1.117
26 229.52 176.62 31.620 1337.10 30614 1.072
27 265.61 167.79 32.045 1463.70 33722 1.0286
28 309.17 159.40 32.198 1614.80 37285 1.0133
29 361.01 151.43 32.198 1789.20 41313 1.0133
30 421.47 143.86 32.198 1982.50 45776 1.0133
31 491.99 136.66 32.198 2196.70 50721 1.0133
32 574.23 129.83 32.198 2434.00 56201 1.0133
33 670.16 123.34 32.198 2697.00 62273 1.0133
34 782.05 11717 32.198 2988.30 69000 1.0133
35 912.55 111.31 32.198 3311.20 76454 1.0133
36 1064.80 105.75 32.198 3668.90 84714 1.0133
37 1242.30 100.46 32.198 4065.30 93866 1.0133

38 1449.30 95.44 32.198 4504.50 104010 1.0133
39 1690.80 90.67 32.198 4991.10 115240 1.0133
40 1972.50 86.13 32.198 5530.30 127690 1.0133
41 2301.10 81.83 32.198 6127.70 141490 1.0133
42 2684.20 77.73 32.198 6789.70 156770 1.0133
43 3131.20 73.85 32.198 7523.30 173710 1.0133
44 3652.50 70.16 32.198 8336.00 192480 1.0133
45 4260.50 66.65 32.198 9236.60 213270 1.0133
46 4969.60 63.32 32.198 10234.00 236310 1.0133
47 5796.70 60.15 32.198 11340.00 261840 1.0133
48 6761.40 57.14 32.198 12565.00 290130 1.0133
49 7886.50 54.29 32.198 13923.00 321470 1.0133
50 9198.90 51.57 32.198 15427.00 356200 1.0133
51 10730.00 48.99 32.198 17093.00 394680 1.0133
52 12515.00 46.54 32.198 18940.00 437320 1.0133
53 14597.00 44.22 32.198 20986.00 484570 1.0133
54 17026.00 42.01 32.198 23253.00 536910 1.0133
55 19858.00 39.90 32.198 25766.00 594920 1.0133

Transient release from leaking or (partially) ruptured propane pipelines

Non-stationary two-phase propane outflow through pipelines can be calculated by
the models presented in paragraph 2.5.3.6.

Tam’s model may be used to give an approximation of the initial mass flow rate from
a crack in a pipeline.

Problem

Estimate the initial mass flow rate of a 10 inch propane pipeline after a crack in the
pipe wall with a area of about 10% of the cross-section of the pipeline.

Input:

Pipe diameter (10”) dp = 0.254 m
Initial temperature T, = 288.15 K
Area ratio Ar = 0.1 -
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Output:

Initial mass flow gs = 69.4 Kkgls

Procedure
The density of propane at initial temperature T,=15 °C (288.15 K) is
pLo = 509.5 kg/m?3
The radius ratio dg is given by
dr =dp[m]/0.05m
=0.254m /0.05 m
=5.08
The area ratio has been given
Ar=0.1
So, the decay coefficient can be estimated by
C, =dg%% x (0.22 x Ag - 0.13 x Ag!5 + 0.00068 x (T,-288.15)) (2.134)
= (5.08)%%5 x (0.22 x 0.1 - 0.13 x 0.115 + 0.)
=0.0269 st
The (artificially) constant is set at
CLp=100m (2.137a)
The initial flow rate is given by
Oo = CyxpLoxmn/dx dp2 xCip (2.137)
= 0.0269 x 509.5 x /4 x 0.2542 x 100

= 69.4 kg/s

2.6.3.5 Finite duration spray releases

In order to demonstrate the calculation of a finite duration flashing release,
the following situation has been selected: A 1000 m?3 vessel is filled (fill level 50%)
with butane at ambient temperature (288.15 K). At the bottom of the vessel a 3"
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pipeline (76.2 mm diameter) is connected. 10 cm from the vessel connection, this
pipeline breaks off completely. The breach is 1 m above the ground. This results in a
release of butane at a mass flow of about 41 kg s™*. The discharge coefficient is 0.8,
so the effective exit area is 0.00365 m?. The flashing in the short pipe is negligible, so
pure liquid flows out which flashes in the atmosphere. For the ambient humidity a
value of 63% is assumed. The input data and intermediate and final results are
summarised in Table 2.6.

Table 2.6  Input and output of the finite duration spray release example

Input Source height hg 1 m
Effective exit area A, 0.00363 m?2
Exit radius be 0.034 m
Mass flow rate dse 41.34 kg/s
Vapour mass fraction Dme 0%
Exit temperature Te 288.15 K
Exit pressure Pe 174549 Pa
Liquid density Pel 584.49 kg/m?3
Vapour density Pe.v 4.233 kg/m?3
Averaged density Pe 584.49 kg/m®
Exit velocity Ug 19.475 m/s
Boiling temperature Tg 272.7 K
Latent heat Lve 362140 Jkg
Lyt 376740 J/kg
Vapour enthalpy Hev 473622 Jkg
Hiy 428806 Jkg
Ambient humidity RH 63%
Ambient temperature Ta 288.15 K
After Vapour mass fraction Dy 1 0.15732
flashing Jet velocity Ug 25.91 m/s
Liquid density prL 600.72 kg/m3
Vapour density PtV 2.5964 kg/m?3
Averaged density of 16.13 kg/m?3
Jet area A 0.099 m?
Jet radius o 0.177 m
Droplet Dynamic viscosity liquid VL 0.000197 N.s/m?
diameter Surface tension Og 0.0159 N/m
Jet Reynolds number Res 46648
Jet Weber number Weyg 9012339
Droplet diameter dy 0.29 mm
Rain-out Kinematic viscosity air Va 1.71-10° m?/s
Prandtl number for air Pr 0.87
Schmidt number for butane Sc 0.7
Droplet Reynolds number Reqy 22.25
Free fall velocity Ug 1.313 m/s
Droplet temperature Ty 215.09 K
Evaporation coefficient kg 2.87-108 m2/s
Nett mass released to the air s, nett,air 41.34 kg/s
Nett vapour mass fraction Dy, rainout 0.15732
Nett jet area Af rainout 0.099 m?
Nett jet radius Bt rainout 0.177 m
Conditions Concentration after evaporation Cj 0.138
after Temperature after evaporation Tj 227.3 K
evaporation Molar fraction of water vapour at ambient Cyw 10.61
temperature
Molar fraction of water vapour at jet temperature | ¢, 1.158
Molar fraction of condensed water CiL 2.44
Jet density after evaporation Pj 5.127 kg/m®
Jet velocity after evaporation uj 6.29 m/s
Jet area after evaporation A 1.28 m?2
Jet radius after evaporation b; 0.64 m
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The input listed in Table 2.6 includes the thermodynamic properties at the storage
and boiling temperature: latent heat and the enthalpies (only enthalpy differences
between two temperatures and pressure levels are essential) as well as the densities.

Step 1 - Calculate the conditions in the jet after flashing

The outflow conditions Pg, T, g5 and @, . are listed in the Table 2.6. The density
at the exit follows from formula (2.138) (this formula will be used frequently to
calculate the density of two-phase mixtures at various stages throughout the jet):

1-d (O]
1 U7 Pne), Pme (m3/kg)
Pe PLe Pv, e

Pe = 584.49 kg/m?®

The jet velocity after flashing is calculated by formula (2.139):

(Pe - Pa)Ae +

u (m/s)
e )

f =

us = 25.91 m/s.

The vapour mass fraction after flashing is calculated by formula (2.140):

1
Hy ¢—Hy e+ (1 +¢’m,e)LV,e+§(uf2—u§)

=1- Q)

L

v, f

&, ¢=0.15732

The jet cross section As and jet radius b; can be calculated from (2.141).

Here we need the averaged density p; in the vessel, which can be calculated by

formulae (2.138) from the vapour and liquid densities and the vapour mass fraction
after flashing.

A
_ peue _ __f 2.
Ar= oo A by = = (m=; m)

A;=0.099 m? ; b=0.177 m.
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Step 2 - Calculation of the droplet diameter after flashing

Next, the droplet diameter after flashing is calculated. First, the jet Reynolds number
and the jet Weber number are evaluated using formula (2.142):

2bsu 2bsufp
Rep= —_ = -9
L N
Re; = 46648
We; = 9012339

Then the droplet diameter is calculated by formulae (2.143a-b). It appears that in this
case the second option (b) has to be used:

0S
(m)

ufp,

dq=0.29 mm

Step 3 - Droplet evaporation and rain-out on the ground

Knowing the droplet diameter, it is possible to determine whether the droplets will
fall on the ground. Therefore the free fall velocity of the droplet is estimated by
formula (2.145).

PL, 9
18v,0,

Ug = d3 (mfs)

ug =1.313mis

This allows to evaluate the droplet Reynolds number Reg.

Red = Uddd/\/
Rey = 22.25

Table 2.6 presents the values for the Schmidt and Prandtl numbers which depend on
the properties of butane and air only.

In order to determine the evaporation coefficient kg (2.146), it is necessary to
determine the droplet temperature T4 (2.147) in an iterative process using
intermediate values of kg at each iteration step. This results in T4 = 215 K,
kg = 2.87-10° m?/s.

The approximate formula (2.148) for the maximum droplet diameter dy, results in a
maximum droplet of 47 mm. However, this is not a useful result, as the corresponding
Reynolds number using the free fall velocity, is 3671, which exceeds the range of
validity (Rey < 4).

Therefore it can not be avoided to integrate the differential equation (2.149) for the
evolution of the droplet radius together with the descent of the droplet from the
release height to the ground (2.150):
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K
9y = —<B[1+028 Re}?Sc!/3] (m/s)

dt d,
t

0 = h(ty) = hy— [u,dt
I
And found is that all droplets have evaporated before reaching the ground.

By means of formulae (2.151) to (2.153) the values of the airborne mass flow rate,
vapour mass fraction, jet area and jet radius can be corrected for rain-out:

d.13
Us, nett, air = q)m,f Qs et (1- q)m,f)<l - [a—OJ >qs,e (kg/s)
d

qS,nett,air =41.34 kg/S

N f
q)m, f, rainout = m ©)
dy3
Q1+ (1 _¢m’f)<1 - [_} )
dd
(I)m,f,rainout =0.15732
A = A qs, nett, air )
f, rainout — NMf—m——— (m )

qs,e

Af,rainout =0.099 m2

bf,rainout =0.177m

Step 4 - Calculate the conditions in the jet after evaporation of all airborne
droplets

Finally, the effects of evaporation of droplets by entrained air on the bulk properties
of the jet are calculated. Therefore, the enthalpy changes corresponding to the
temperature change and droplet evaporation of butane. The temperature change of
entrained air and the enthalpy change of ambient water, both due to condensation
and temperature change, need to be calculated. This has to be done iteratively.
Therefore an initial value of the jet temperature T; is selected. A partial vapour
pressure of butane corresponds to this temperature, and this leads to the molar
fraction of butane in the jet by formula (2.155). Here we used:

log{P4(T;)}=6.80896 - 935.860/(T; + 238.73)
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With this information the enthalpy change of butane is calculated by (2.156). The
latent heat after flashing L, ¢ is listed in Table 2.6. The vapour enthalpy is calculated
from C, T, with:

C,=-1.779 + 0.386961 x T - 193.255 x 100 x T2 + 348.326 x 1010 x T3

Ambient humidity is transferred into a water mass fraction by using the relation
between the saturation pressure of water as a function of temperature:

m, _ RH,PO,(T,)

W= A v @ )
mda (R/MW)Ta Pa
My, Wy
Cy = )
v Myally
¢, = 10.61

At the selected jet temperature this may lead to condensation: the remaining water
vapour is calculated by means of (2.158). Now the enthalpy changes of dry air and
water can be calculated using (2.160) and (2.161), respectively. This process needs
to be repeated until a jet temperature is reached at which the sum of the enthalpy
changes is approximately zero. In this case one should find T; = 227.3 K. Table 2.6
presents the results as well as some thermodynamic properties at the final result for
T; in this case.

Knowing the molar concentration, the amount of condensed water and the
temperature, it is possible to calculate jet density, jet velocity and jet dimensions by
formulae (2.162) through (2.167):

(I-¢j) uw
CjL = ! (CW_CWV)_W (_)
(1+cyy) Yjd
CL =244
(I-¢j)
Yjg = Cj“s"' —(Ma+cwv Mw) (kg/mOI)
(I-cyy
P, wi
Pjg = ——1 (kg/m?3)
RT;
L+¢ 3
T
Pj,d  Pw,L

pj = 5.127 (using p; | = 1000 kg/m?)
The initial volume concentration in the volume flow rate is ¢ = 0.138:

Uy
uj = (m/s)
1+ (1- Cj)Ua

G U
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u;=6.29 m/s
A
PUs I )
A = B, Ay bj = 4/; (m?; m)
A;=1.28m?

2.6.3.6 Instantaneous release

In order to demonstrate the calculation of an instantaneous flashing release,
the following situation has been selected: A vessel is filled (fill level about 94%) with
6 tonnes of propane at ambient temperature (291 K). This vessel fails completely.
The ambient conditions are wind speed at 10 m height: 4 m/s, roughness length 0.03
m (Flat land) and Monin-Obukhov length -21.7 m (sunny weather, slightly unstable:
this meteorological condition is described in chapter 4, section 4.6.2.1). For the
ambient humidity a value of 63% is assumed. The input data and intermediate and
final results are summarised in Table 2.7.
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Table 2.7  Input and output of the instantaneous release example

Input Total mass Q 6000 kg
Vapour mass fraction Do 0.002
Storage temperature To 291 K
Storage pressure Po 784189 Pa
Liquid density PoL 504.98 kg/m®
Vapour density Po,v 14.29 kg/m3
Averaged density 0o 472.53 kg/m?3
Boiling temperature Ts 230.9 K
Latent heat Lvo 343486.3 Jkg

Lyt 426134.8 Jikg
Specific heat (liquid) CoL 2413.51 J/(kg*K)
Vapour enthalpy Hov 483471.9 J/kg
Hiv 383620.9 J/kg

Windspeed at 10 m 4 m/s
Monin Obukhov length -21.7 m
Roughness length (Flat land) 0.03 m
Ambient humidity RH 63%
Ambient temperature Ta 291 K

Intermediate Vapour mass fraction after flashing Dt 0.304

results Expansion velocity Ug 258.4 m/s
Liquid density prL 584.3 kg/m3
Vapour density PtV 2.327 kg/m®
Averaged density of 7.584 kg/m?
Cloud volume Vi 791.18 m?3
Cloud radius b¢ 7.23 m
Wind speed at cloud height Uy 3.76 m/s

Final results Airborne mass Q(nett) 3649 kg
Vapour mass fraction after rain-out Dy, £ nett 0.5
Nett averaged density Pt nett 4.636 kg/m®
Cloud volume Vi nett 787.16 m3
Cloud radius bf nett 7.21 m
Concentration after evaporation Cj 0.2647
Cloud temperature after evaporation Tj 204.74 K
Cloud volume after evaporation Vi 5252 m3
Cloud radius after evaporation b; 13.59 m
Expansion velocity after evaporation uj 38.72 m/s
Cloud density 0j 1.25 kg/m?3
Cloud radius at ambient wind Paisp 25.1 m
Cloud volume at ambient wind Vdisp 33070 m3
Concentration at ambient wind Cdisp 0.06
Temperature at ambient wind Taisp 2911 K

The input listed in Table 2.7 includes the thermodynamic properties at the storage
and boiling temperature: latent heat, specific heat and the enthalpies (only enthalpy
differences between two temperature and pressure levels are essential) as well as the
densities.
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Step 1 - Calculate the conditions in the cloud after depressurisation

The vapour mass fraction after flashing @, ¢ can be calculated by formula (2.168) or
(2.169) in section 2.5.3.8. As no details about entropy are available, formula (2.169)
is selected:

T T, T
mt=®Pmo—+_— Cpln 2 )
0 v, f Tf

D

@, =0.304

The expansion velocity u; is calculated by formula (2.170). Here we need the
averaged density pg in the vessel which can be calculated by formula (2.138) (section
2.5.3.7) from the vapour and liquid densities and the vapour mass fraction,
po = 472.53 kg/m?3:

P,-P,

Po

Uf = 0.8/\/2H07V—Hf’v+(1_q)m,f)Lv’f_(l_(I)m,O)LV,O_

us = 258.4 m/s

The cloud density ps after flashing is calculated similarly as py. By means of formulae
(2.171) and (2.172) the cloud volume V; and cloud radius b; (assuming a hemisphere
close to the ground) are determined:

V=2 (m°)
Pt
Vs=791.18 m3
3V 1/3
2m
b;=7.23m

By means of the methodologies provided in chapter 4 one can calculate the wind
speed at the cloud height b;. This velocity is found to be 3.76 m/s.

Step 2 - Calculate the rain-out fraction to the ground

Next the rain-out fraction is determined. As the flash fraction is 0.304, the amount of
propane remaining in the air is twice as high, i.e. 0.608 times the total contents of the
vessel or 3649 kg. It is then necessary to redefine the flash fraction (0.5), the averaged
cloud density (similarly to po using @, = 0.5; e = 4.636 kg/m®) and the cloud
dimensions (V¢ nett = Qnett/Ptnett = 787.16 M3, bt ey = 7.21 m).
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Steps 3/4 Calculate the expansion of the cloud during the entrainment
phase and calculate the conditions in the cloud after evaporation
of all airborne droplets

The amount of air that needs to be entrained in order to evaporate all propane
droplets in the cloud, is now calculated iteratively by means of formulae (2.154) to
(2.161) from section 2.5.3.7. This will give the molar fraction of propane in the cloud
¢;, the cloud temperature T; and the mass fraction of water droplets due to
condensation of ambient humidity. From this, one can also calculate the cloud
density p; by formulae (2.162) to (2.167). This procedure has already been
demonstrated more extensively in the foregoing section. The results are presented in
Table 2.7.

In order to calculate the cloud volume it is necessary to calculate the vapour density
of the chemical at temperature T;, pg;. In this case at 204.74 K the density of propane
is assumed to be 2.625 kg/m3. The cloud volume and radius follow from:

3V, 1/3
v= by = (=) (m3: m)
Cj Ps, 2%

The expansion velocity of the cloud after evaporation follows from formula (2.175):
Uj = Us (bf/bj)3

up =38.72 m/s

It appears that after evaporation the expansion velocity exceeds the ambient wind
speed (38.72 m/s compared to 3.76 m/s). Therefore the cloud dimensions are
calculated when the expansion velocity equals the ambient wind speed by:

up 13 2 .3 .
Baisp = bs <ua(bf)) Viisp = gnbdisp (m; m?)

bdisp =251m; Visp = 33070 m®

After the cloud has expanded to these dimensions, the temperature in the cloud T, is
approaching the ambient temperature according to:

T,
Tdisp = (K)
- (1-Ty)
Vdisp j
Tdisp =291.1K

The molar or volume concentration cg;gs, at this stage of the cloud is:

)

Caisp = G
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Cdisp =0.06

The cloud density, calculated by means of (2.162) and (2.163) from section 2.5.3.4,
is 1.25 kg/m?3, which is about equal to the density of air at 15°C (288.15 K).

2.6.4 Liquids

2.6.4.1 Stationary Acrylonitrile liquid outflow from a vessel through a hole
in the vessel wall

The liquid outflow from of a vessel through a hole in the vessel wall can be
calculated by the models presented in paragraphs 2.5.4.1 and 2.5.4.2.

Input:

Vessel volume V = 6600 m3
Vessel type vertical cylinder
Length cylinder , = 14 m
Filling degree ¢ = 0.8 -
Pressure above liquid p = 101325 N/m?
Leak size d, = 01 m
Height of leak h, =0 m
Initial temperature To = 288.15 K
Discharge coefficient Cq = 0.62 -
Output:

Mass flow liquid at 500 sec gs = 58.44 ka/s
Filling degree at 500 sec ¢ = 0.795 -
Height of liquid at 500 sec hy = 11.12 m
Total mass released at 500 sec Q = 29416 kg
Procedure

The number of time-steps N, has been set equal to 50.
By equation (2.194), the mass flow rate g ; at the beginning of every time-step can be
calculated.

Using the equations (2.185) to (2.191) subsequently, the variation of the vessel
conditions (Q;, h,_;) due to the outflow can be calculated.

Note that the initial liquid mass in the tank is Qg and that at a temperature of
T=15 °C (288.15) the density p, of acrylonitrile are respectively

Q,(t=0) = 4290000 kg
oL =812.5 kg/m?3

In table 2.8 the variations in the physical quantities have been given.
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Table 2.8

Time after Mass flow Filling Total mass | Liquid level
rupture rate degree release in the vessel
[s] [kg/s] [%] [ka] [m]
0 60.915 80 0 11.20
2013 60.075 77.8 121790 10.89
4698 58.955 74.9 281550 10.49
7382 57.835 72.1 438300 10.10
10066 56.714 69.3 592050 9.71
12751 55.594 66.6 742790 9.33
15435 54.474 64.0 890520 8.96
18119 53.353 61.4 1035200 8.59
20804 52.233 58.8 1177000 8.23
23488 51.112 56.3 1315700 7.89
26172 49.991 53.9 1451400 7.54
28857 48.871 51.5 1584100 7.21
31541 47.750 49.2 1713700 6.88
34226 46.629 46.9 1840400 6.56
36910 45.508 44.7 1964100 6.25
39594 44.387 425 2084700 5.95
42279 43.266 40.4 2202400 5.65
44963 42.145 38.3 2317000 5.36
47647 41.023 36.3 2428600 5.08
50332 39.902 34.3 2537300 4.81
53016 38.780 324 2642900 4.54
55700 37.659 30.6 2745500 4.28
58385 36.537 28.8 2845000 4.03
61069 35.415 27.0 2941600 3.79
63753 34.293 254 3035200 3.55
66438 33.171 23.7 3125700 3.32
69122 32.049 22.1 3213300 3.10
71806 30.926 20.6 3297800 2.89
74491 29.803 19.2 3379300 2.68
77175 28.680 17.7 3457800 2.48
79860 27.557 16.4 3533300 2.29
82544 26.434 15.1 3605700 2.11
85228 25.310 13.8 3675200 1.93
87913 24.186 12.6 3741600 1.77
90597 23.062 11.5 3805000 1.61
93281 21.938 10.4 3865400 1.45
95966 20.813 9.3 3922800 1.31
98650 19.687 8.4 3977200 1.17
101330 18.562 7.4 4028500 1.04
104020 17.435 6.6 4076800 0.92
106700 16.308 5.7 4122100 0.80
109390 15.181 5.0 4164400 0.70
112070 14.053 43 4203600 0.60
114760 12.923 3.6 4239800 0.50
117440 11.793 3.0 4273000 0.42
120120 10.661 25 4303100 0.34
122810 9.528 2.0 4330200 0.27
125490 8.393 1.5 4354300 0.21
128180 7.255 1.1 4375300 0.16
130860 6.113 0.8 4393200 0.11
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Time after Mass flow Filling Total mass | Liquid level

rupture rate degree release in the vessel
[s] [ka/s] [%] [kg] [m]
133550 4.967 0.5 4408100 0.07
136230 3.812 0.3 4419900 0.04
138920 2.644 0.2 4428500 0.02
141600 1.442 0.0 4434000 0.01

2.6.4.2 Acrylonitrile liquid outflow from a pipe

The liquid outflow from a vessel through a pipe can be calculated by the

models presented in paragraphs 2.5.4.2 and 2.5.5.

Input:

Vessel volume V = 6600 m3

Vessel type vertical cylinder

Length cylinder , = 14 m

Filling degree ¢ = 0.8 -

Pressure above liquid P = 101325 Pa

Pipe length l, = 100 m

Pipe diameter d, = 01 m

Wall roughness pipe € = 4510° m

Leak size d, = 01 m

Height of leak h, =0 m

Initial temperature To = 28815 K

Discharge coefficient Cq = 10 -

Output:

Mass flow liquid att=0s gs = 22.33 ka/s

Procedure

1. Calculate the total pressure at the opening using equations (2.195) and (2.196).

2. Estimate the mass flow rate by equation (2.194). This value represents the
maximum of the mass flow rate, as frictional pressure loss is not taken into
account.

3. Calculate the Reynolds number using equation (2.201a).

4. Calculate the Darcy friction factor fy by equation (2.202) or (2.207), or any other
suitable explicit formula.

5. Calculate the frictional pressure loss using equation (2.198).

6. Due to this pressure loss the total pressure at the opening in equation (2.195) is
decreased and consequently the mass flow rate as obtained by equation (2.194).

7. Hence the above steps 2 up to and including 6 should be repeated until the

difference between the updated mass flow rate and its previous value is sufficiently
small.

2.155



The above procedure is most conveniently applied by using a suitable root finding
procedure, assuming a minimum mass flow rate of zero and a maximum value
according to step 2.
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2.7 Interfacing to other models

2.7.1 Introduction to section 2.7

The results from model predictions in this chapter ‘Outflow and Spray
Release’ may be used for further calculations as input for subsequent physical effect
models, described in:
chapter 3 ‘Pool evaporation’,
chapter 4 ‘Vapour cloud dispersion’, and
chapter 6 ‘Heat flux from fires’.

The models in this chapter ‘Outflow and Spray Release’ may act as a source term

model to provide (quantitative) information about:

— the amount of material entering the surroundings in the vincinity of the failing
containment,

— the dimensions of the area or space in which this process takes place,

— the thermodynamic state of the released chemicals, such as concentrations,
temperature, and pressure,

— velocities of the outflowing chemicals at the boundaries of the source region.

Interfacing to relevant models in chapter 3 ‘Pool evaporation’ and chapter 6 ‘Heat
flux from fires’ is dealt with in those chapters

Interfacing to relevant models in chapter 4 ‘Vapour cloud dispersion’, will be
addressed in the following subsections.

2.7.2 Interfacing to vapour cloud dispersion models

2.7.2.1 Introduction

Most dispersion models given in chapter 4 ‘Vapour cloud dispersion’
assume the source to be (semi-)continuous. In general the outflow models predict a
time-varying mass flow rate.
This brings up the problem how to translate the time-varying mass flow rate into a
semi-continuous source strength.

According to equation 4.64a in chapter 4 ‘Vapour Cloud Dispersion’, time-varying
mass flow rates may be regarded as an instantaneous source for the estimation of the
atmospheric concentration c at a distance X and larger distances to the source, where

Oy(X) > 1.3 x u, x tg (m) (2.210)

2.157



with

Oy = down-wind dispersion parameter [m]
Xs = distance to the source [m]
u, = windspeed [m/s]
tg = duration of the outflow or source duration [s]

This means that at a distance to the source X, which fulfils the requirement (2.210),
the variations of the mass flow rate within a period t, can not be detected.

So, the time-varying mass flow rate may always be averaged over a time period t,, ¢
given by

tav,s = Ox(Xs) / 1.3 x Uy (s) (2.211)
Note that t,, ((xs) is a function of the distance to the source.

If the actual duration of the source t; is greater than t,, ., a conservative estimate of
the atmospheric concentration c(x) at distance to the source x; may be given by using
the maximum averaged mass flow rate at any time-averaged over a period t,, ¢, SO

t+t,,/2

<> = MAX f ge(t) x dt (kg/s) (2.212)
t—t,,/2

Js = mass flow rate of the source [ka/s]

<0s>max = Maximum averaged mass flow rate at any [ka/s]

time-averaged over a period t,,

The total mass released can be kept the same and consequently the duration of the
source must be adapted by

ts2 = 0/<0s>max X ts (s) (2.213)
where
t; » = adapted semi-continuous source duration [s]

This method also holds for conservative estimates of the dose D, if the exponent n is
larger than unity

D, =/c'(x,t)" x dt ((kg/m3)M-s) (2.214)
c = atmospheric concentration [kg/m3]
D, = toxic load [(kg/m3)" x s]
n = chemical dependent exponent [-]
t = exposure time [s]

Note, that toxic load is usually given in non Sl-units: [(mg/m®)"-min].
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In case the actual time of arrival and departure of the cloud is of importance, then a
(rather) conservative estimate can be made by keeping the actual duration of the
outflow tg as input for the dispersion model, and not replacing it by t ,.

2.7.2.2 Compressed gases

The dispersion models: free jet model, SLAB, model by Britter and McQuaid
described in chapter 4 *“Vapour Cloud Dispersion’ assume the gas(-mixture) from the
source to be incompressible, meaning that the static and dynamic pressure of the
gases are more or less equal to the ambient atmosphere.

For unchoked conditions the source diameter input to the jet model will be the
physical source size or, if necessary, modified by a discharge coefficient.

Most operational jet models are based on uniform atmospheric pressure throughout.
Several methods exist in the literature that address the problem of determining the
input for a jet-dispersion model for a choked, underexpanded single-phase jet.

In Britter [1994] an overview of methods has been given and it has been concluded
that little consistency exists among them.

However, for underexpanded jets the jet pressure is not atmospheric. There is a need
for the determination of a pseudo-source which is consistent with the jet model and
may be used to replace the complex flow when the jet expands to ambient pressure
after the release from the containment (vessel or pipe).

In general, the pseudo-source area Ag, is different from that of the physical break A,,
i.e. pipe or vessel hole diameter. Also the pseudo-source gas velocities will be larger
than the speed of sound in the gas, but this is only for reasons of consistency.

The jet models normally assume that there is no entrainment of ambient air prior to
the jet expansion to ambient pressure. All models in the literature allow expansion of
the jet pressure to ambient conditions.

Usually three positions are considered:

Index used
1. The storage reservoir Xo
2. The exit plane Xe
3. The ambient external state Xsa

Note for outflow from a pipe that the initial conditions should in fact be based on the
conditions at the end of the pipe before the pipe opening in stead of the conditions in
the storage reservoir.

The quantities in the plane where the gas jet has expanded to ambient pressure gs,
Usa, Tsa OF psa, and Ag, OF dg, are sufficient information about a gas release for any
dispersion model, except for the source height.

Ag, = cross-sectional area of the jet [m?]
ds, = diameter of the jet [m]

Us, = average gas velocity [m]

Psa = gas density [kg/m3]
Tsa = gas temperature [K]
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In the absence of any frictional effects, all models assume an isentropic (reversible and
adiabatic) expansion:

P, = Py x (2/(y+1))0D) (N/m?)  (2.215a)
T, =Ty x (2/(y+1)) (K) (2.215b)

where

P = gas pressure in the jet at the exit plane [N/m?]

Po = initial gas pressure [N/m?]

T,  =temperature in the jet at the exit plane K]

T, =initial gas temperature [K]

Y = specific heat ratio (Poisson ratio) [-]1

All models take the conditions at the orifice plane to be sonic conditions, so for
perfect gases

Ue = V(y x R x To/w;) (m/s) (2.44)
where
Ue = average gas velocity in the jet at the exit plane [m/s]
R = gas constant [J/(mol-K)]
Wi = molecular mass of the gaseous chemical i [kg/mol]

Note that the compressibility factor z has been taken equal to unity in equation
(2.44).

The above equations are consistent with the steady flow energy equation for perfect
gases

H + u?/2 = constant (m?%s?)  (2.216a)
or

CpxTe+05xyxRxTuj=Cpyx Ty (J/kg) (2.156b)
where
H = specific enthalpy [J/kg]
u = average gas velocity [m/s]
C, = specific heat at constant pressure [J/(kg-K)]

Note that the enthalpy terms C,-T used in equation (2.216b) are approximations:

Ho-He=CpxTe-Cyx Ty (I/kg) (2.216¢)
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The accurate formulation is given by

Te

Hy—H,~ [Cp(T) xdT (Ikg)  (2.216d)

Ty

A better approximation would be

Ho - He = Cpav x (To-Te) (kg)  (2.216e)
with
T,
Cpav = T To fc (T)xdT (I(kg:K) (2.216f)
~(Cp(Ty) + Cy(Te))2
where

Cpav = average C, [J/(kg'K)]
The exit area can be estimated by

A, = Cyx Ay (m?) (2.217)
when assuming negligible friction

Ci=1 ©) (2.218a)

C.=Cy ¢) (2.218b)
where
A, =exitarea [m?]
A, = area physical break [Mm?]
C. = contraction coefficient [-]
Cq = discharge coefficient [-]
C;  =friction coefficient [-]

The pseudo-source distinguishes between the jet expansion to ambient pressure and
the entrainment of ambient liquid. The following relates to the jet expansion to
ambient pressure only.

To set up a pseudo-source the relevant steady flow mass equation

Pe X A X Ug = Pgg X Asa X Ugy (kg/s) (2219)
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the momentum equation
Pe X Ag X ue2 - Psa % Aga X uSa2 = (Pe- Pa) x A, (N) (2.220)

and the energy equations must be satisfied. Only in case of reversible and frictionless
flow, the following equation holds

Ho + U2 = He + U2 = Hy + u,2/2 (m?/s%)  (2.216h)

Note that for outflow from vessels it may be assumed that the initial flow velocity is
negligible ug = 0.

The steady flow momentum equation determines the velocity ug, unambiguously
with no need for reference to any thermodynamic arguments or assumptions [Britter,
1994].

Pe = gas density in the jet in the exit plane [kg/mq]
P, = ambient atmospheric pressure [N/m?]
Hs, = specific enthalpy jet at ambient pressure [J/(kg x K)]
H. = specific enthalpy jet in exit plane [J/ (kg x K)]
Ho = initial specific enthalpy jet [J/ (kg x K)]

The quantities u,, P,, T, and A, can be estimated by equations (2.215a), (2.215b),
(2.44) and (2.217). Gas densities can be estimated by applying the perfect gas law, so

Pe = Pex wil(R x Tg) (kg/m3)  (2.221)
where
w; = molecular mass gaseous chemical i [kg/mol]

The average gas velocity in the plane where the jet has expanded to ambient pressure
Us, can be calculated by the following equation, resulting from combining
conservation of mass and momentum

Uas = Ue + (Pe-Pa)/(pe x Ue) (m/s) (2.222)
In case friction and the initial gas velocities are neglected, combining equations
(2.226¢) and (2.226h) gives the gas temperature Tg, in the plane where the jet has
expanded to ambient pressure

Tsa=To-Us,?/(2x Cp) (K) (2.227a)
If the initial gas velocities are not neglected, then

Tsa = TO - (uSaz—qu)/(z X Cp) (K) (2223b)

The cross-sectional area and diameter of the jet at ambient pressure are given by

Asa = ds/(Psa X Usa) (m?) (2.224a)
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and

dsa = V(4 x Agi/m) (m) (2.224b)
with

Psa = Pax wil(R x Tgy) (kg/m3)  (2.225)
where

gs = mass flow rate [kg/s]

This model will produce a jet with a velocity us, larger than u, and an associated
reduction in enthalpy, the reduction being brought about by a reduction in
temperature.

Birch Model

However, Birch et al. in 1987 [Britter,1994] and experiments carried out by TNO
(confidential) point out that the temperature of the jet after the expansion is nearly
equal to the ambient temperature, quite contrary to equations (2.223a) and (2.223b)

Tsa=To (K) (2.226)

This means that the friction can not be neglected or equivalently the expansion is not
reversible; apparently mechanical energy is converted into heat in the expansion zone
of the jet.

Maintaining the conservation of mass and momentum and taking into account the
discharge coefficient, the following equations have been inferred by Birch.

The gas velocity of the pseudo source can be estimated by
Usa = Ug x (Cq + (1-(Py/Pg) x (2/(y+1))"&D)i(y x Cy)) (m/s) (2.227)

Note that also in this model ug, may be larger or smaller than u,, larger at relatively
high storage pressure.

The diameter of the pseudo-source is given by

ds,/dg = Cq x (P/Py) x (2/(y+1))Y¢D x ufug, “) (2.228)
with
do = V(4 x Ag/m) (m) (2.229)

and of course

Ag, = /4 x dg,? (m?) (2.230)
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where
do = (equivalent) diameter physical break [m]

If the discharge coefficient is approximately equal to unity C4=1 and the Poisson ratio
is y=1.4, which holds for many gases, then

ds,/dy =~ V(0.264 x Py/P,) ¢) (2.2284)

The mass flow rate gqg can be calculated by the appropriate outflow models given in
this chapter, and is required as input for dispersion models.

The other quantities characterising the pseudo source: Ugp, Tsa, pPsa, and Ag, Or dg,
should be estimated by the model developed by Birch, formulated by equations
(2.217), (2.226), (2.220), (2.230) and (2.228) in this paragraph.

2.7.2.3 Pressurised liquefied gases

2.7.2.3.1 Introduction

If the outflow to the atmosphere is a two-phase outflow, then the results of
the outflow model have to be interfaced to the spray release model first. If the vapour
mass fraction is negligible, the same approach as for compressed gases can be
followed.

2.7.2.3.2 Interfacing of spray release model for finite duration release of
pressurised liquefied gases

Note that in this section reference is made to symbols defined in chapters 2
and 4.

The two-phase jet model can be interfaced with:

— the free jet model (section 4.5.4.1);

— the Gaussian Plume model (section 4.5.3);

— the dense gas model of Britter and McQuaid (section 4.5.5.1);
— the dense gas model SLAB (section 4.5.5.2).

The free jet model

The free jet model can be applied after flashing is complete. Therefore, in formulae
4.76, 4.77, 4.81 and 4.82 b, should be replaced by bt ,ino,e Which results from
(2.153), section 2.5.3.7. However, for the evaluation of the Froude-number (4.72),
the properties after complete evaporation should be used (during evaporation the
total buoyancy of the jet is not conserved, see section 4.2.7.1 for an explanation). So
in formula (4.72) p, should be replaced by p; from (2.165), u, by u; from (2.166) and
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b, by b; from (2.167), section 2.5.3.7. The validity of the free jet model beyond the
position in the jet where evaporation of all droplets is complete, follows from (4.73).
Note that the two-phase model is only valid for horizontal jets.

The Gaussian Plume Model

The Gaussian plume model (GPM, see section 4.5.3) can be applied if after
evaporation of the droplets the cloud or plume is neutrally or positively bouyant, i.e.
if p; from (2.165), section 2.5.3.7, is less than or equal to p,.

The input for the Gaussian Plume Model can be limited to the mass flow rate.
Therefore the release rate ¢ in (4.51) needs to be replaced by Qs pett 5ir @ccording to
(2.151). Then, use is made of (4.53a) and (4.57a). The initial size of the jet after
evaporation can be included in the GPM by replacing by, in (4.53b) and b, in
(4.57b) by b; from (2.167).

The dense gas model of Britter and McQuaid

If the density after evaporation p; > p, a dense gas dispersion model is needed. The
simplest model is the continuous release model by Britter and McQuaid, see section
4.5.5.1. The input of this model is the effective gravity at the source, g', and the
volume flow rate v,,. The effective gravity needs to be calculated by replacing p, in the
definition (section 4.3.5.1) by p; from (2.175), and the volume flow rate v, needs to
be calculated by multiplying u; with A;, from (2.166) and (2.167), respectively.

SLAB model

Another dense gas dispersion model, SLAB, is described in section 4.5.5.2. This

model accounts for the evaporation of droplets. The source conditions are therefore

the conditions just after flashing and after accounting for rain-out. The following list

presents the input data that should be extracted from the spray release model, using

the SLAB notations (see e.g. Table 4.21):

— initial liquid mass fraction of the material CMEDO: @, ¢ ainout according to
(2.152);

— temperature of the source material TS: boiling temperature Tg;

— mass flow rate of the source QS: (g pett 5ir aCcording to (2.151);

— area of the source AS: At ainout according to (2.153).

For this case only the horizontal jet option should be applied, i.e. IDSPL=2

2.7.2.3.3 Interfacing of spray release model for instantaneous release of
pressurised liquefied gases

Note that in this section reference is made to symbols defined in chapters 2
and 4.
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2.8 Discussion of outflow and spray release models

2.8.1 Introduction to section 2.8

In this section some general considerations on the models related to pool
evaporation presented in this chapter are given and gaps in the descriptions of
(out)flow and spray release are indicated.

2.8.2 General remarks

The standard approach for single-phase flows has been described, as well as
models for non-stationary gas outflow through long pipelines. A rather fast model for
stationary two-phase flow in pipes has been presented.

Much attention has been given to the dynamic behaviour of vessels due to the release
of material.

An adequate model for the spray release is presented, explaining for instance why
‘light gases’ like ammonia can behave like a heavy gas under certain circumstances.

Two types of models have been described:
1. analytical or numerical models that are (mainly) based on physical laws,
2. models consisting mainly on mathematical correlations of experimental data.

Also in the field of (out)flow and vessel dynamics, there is a tendency to develop more
complex (numerical) models. However, analytical equations may be used to get a
quick estimate of the order of magnitude of the outflow rate. These models are based
on simplifying assumptions like: ideal gas behaviour, constant physical properties,
and unchanged boundary conditions.

A numerical approach accommodates to take into account changes of the physical
properties as a function of temperature and pressure, non-ideal gas and liquid
behaviour, and ‘sudden’ changes in boundary conditions.

A weakness of the chapter is that it has to rely for many situations on correlations,
while other manageable models are lacking. Difficulties arise when predictions are
required outside the validity ranges of the correlations based on limited experimental
data. That is the reason why models based on general physical laws are generally
favoured.

Analytical or numerical physical models have been presented for:
— gas outflow,

— liquid outflow,

— stationary two-phase pipe flow [Kukkonen, 1990],

— non-stationary two-phase pipe flow [Morrow, 1983],

— vessel dynamics.
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The correlations have been presented for:

— non-stationary gas outflow from small holes in pipelines [Weiss, 1988],

— non-stationary gas outflow from full bore ruptured pipelines [Hanna, 1987],

— the void fraction in the expanded liquid, as described by Mayinger [Belore, 1986],

— transient releases rate of pressurized liquid propane from a ruptured pipeline
[Tam, 1990],

— the critical mass flux for two phase flow as a function only of the pressure and
temperature upstream of the pipe, as described by Flinta [Giot, 1992],

— estimating the two-phase flow in a vessel, and the quality at the exit in case of top
venting for vertical vessels, as described by DIERS [Melhem, 1993].

No model to cope with crater formation, caused by ruptures or leakages of
underground pipelines, appeared to be publicly available.

2.8.3 Single-phase (out)flow and vessel dynamics

The well-known relations for the stationary critical and non-critical outflow

of gases through orifices and through pipes for gases and vapours are as in the
previous edition [YellowBook, 1988].
There is not much discussion about applying standard thermodynamics for the
description of the behaviour of vessels filled with pressurized gas or (non-boiling)
liquid only. For liquid flow through holes and pipes and the behaviour of liquid
vessels the standard approach has been followed.

2.8.4 Pressurized liquified gases

Although the behaviour of a depressurizing pressurized liquified gas is a
complex process, we have choosen to describe a model based on standard
thermodynamics, but have taken into account the criteria of DIERS [Melhem, 1993]
and Mayinger [Belore, 1986].

Much research on two-phase (out)flow modelling has been carried out, but the
models appear only to be valid for specific situations. ‘Homogeneous Equilibrium
Models’ (HEMS) can successfully be applied if the quality of the flow is larger than
0.01 [Giot, 1996]. So, in case of saturated liquid entering the pipe and pipelines
much longer than 0.1 meter, HEMs may be applied, but not in the case of sub-cooled
liquid upstream and/or relatively short pipelines.

The model for non-stationary two-phase flow in pipelines has been worked out for
propane only, but can be generalized to other chemicals [Morrow, 1983]. Morrow’s
model lacks extensive validation. The correlation by Tam is valid only for propane,
and has limited validity within the range of the experiments [Tam, 1990].

No model for gas flow in pipes has been described that take into account the
difficulties that may arise if the gas temperature decreases below its critical
temperature due to depressurization, and condensation might occur. This may
happen for chemicals with critical temperatures around the ambient temperature, like
for instance ethene.
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2.8.5 Spray release mode to reacting chemicals

The models to describe the evolution of two-phase jets and the evaporation
of droplets do not account for chemical reactions, e.g. like hydrogen fluoride (HF)
forming oligomers in humid air. The evolution of chemically reacting two-phase jets
can only be treated by using a differential approach of the jet evolution in small steps
along the flow direction, as described by Webber et al. [1991].

The common practice to assume that twice the flash fraction remains airborne in case
of instantaneous releases of pressurized liquefied gas, provides a rough approximation
of Schmidli et al.’s results, but these are based on small-scale experiments only
[Schmidli, 1992].

2.8.6 ‘Epilogue’

The correlations should be replaced by practical models based on sound
physical laws.

The modelling of non-stationary releases of pressurized liquified gases from pipelines
requires additional research.

It is recommended to develop practical models for crater formation, caused by
ruptures or leakages of underground pipes.
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Appendix 2.1 Some properties of chemicals used in the TPDIS
model [Kukkonen, 1990]

Physical properties of air, water, ammonia, chlorine, sulphur
dioxide, propane, hydrogen fluoride and water are given as a function of temperature,
in the original form created by Kukkonen. The relations are based on data from
Landolt and Bornstein [1960], CRC Handbook [1984-85], Chlorine Institute
[1981], Reid et al. [1987].

Subscripts:

Xa : physical property x of ammonia

Xair . physical property x of air

Xen -+ physical property x of chlorine

Xue . physical property x of hydrogen fluoride

Xp : physical property x of propane

Xsp . physical property x of sulpher dioxide
Xw . physical property x of water

Xy : vapour phase

XL : liquid phase

The temperature values referred to by T, are given in degrees Kelvin. The following
notations are used:

T =T-223.15
Saturation vapour pressure [Pa]:
Pn =exp(23.32 - (2831/T))
Pey = exp(21.757 - (2446.3/T))
Pso = exp(23.164 - (3065/T))
Pr  =98.04 x 103 x exp(9.959 - (2293/T))
P = 133.3 x 10(8:3804-1952.6/(62.37+T))
Pw = exp(77.345 - (7235/T) - 8.2 x In(T) + 0.005711 x T)
The density of the vapour phase in saturated state [kg/m?>]:
pva =1/(-0.7974 x 10° x v + 0.001472 x 12 - 0.09552 x T + 2.373)
pvc =1/(-0.143 x 10° x 3 + 0.000271 x t2 - 0.0185 x T + 0.508)

pvso = 1/(-0.5043 x 105 x 13 + 0.0009981 x 12 - 0.07006 x  + 1.849)

anpendix 2.1-1



pvp =-0.586x100x T3+ 0.00371x T2-1.57xT + 174
Pvrr = 22.29 x (Pue(T)/(R x T) + 33.7)
R =8.31434 J/(mol x K)

The density of the liquid phase in saturated state [kg/m3]:
pLa =-14.25x10° xv% + 0.01386 x 1% - 1.613 x T + 704.7
PLch =10°/(18.23 x 10 x 1 + 1.836 x 103 x 12 + 0.9873 x T + 625.6)
PLsp =9.050 x 10°° x v° - 0.01713 x 72 - 1.642 x T + 1549
pLp =0.624x10°x T3-0.00395 x T2 + 0.635 x T + 639.0
PLur = 3.125 x 1073 x (1-50)2 - 2.2625 x (t-50) + 1002

The entropy of the vapour phase in saturated state [J/(kg - K)]:
Sya =1.407 x 104 x 1 + 0.05444 x 12 - 19.31 x T + 6156

-0.688 x 104 x v + 0.02130 x 72 - 3.98 x T + 3090

SV,Ch
Svsp =-6.575x10° x>+ 0.01612 x 1° - 5.486 x T + 1834

Svp -8.163x 107 x T3+ 5.173x 103 x T2- 4.670 x T + 6540

Svpr =5.192x T + 7106
The entropy of the liquid phase in saturated state [J/(kg - K)]:
Sia =1.491x10%x1-0.04481 x v + 20.09 x T - 197.0
Sicn =-0.1567 x 104 x t° - 0.008123 x T + 4.297 x T + 1764
S sp =-1.122x 10* x>+ 0.01232 x t> +4.992 x T - 52.73
S p =-2202x107"xT3-1.359x103x T2+ 10.16 x T + 1576
S e =8.981x T + 1092
The heat of vaporisation in saturated state [J/kg]:
L,n =-0.03238x7t® -6.131x7?-2700 x v+ 1418 x 103

L,cn =-0.00639x13 -0.631 x 12 - 547 x T + 296 x 10°
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Losp =0.02126 x ® -9.951 x 72 - 450.8 x T + 421.0 x 10°
L,p =5.862x10%xT3-3.689x T?+583.8x T + 481.5 x 103
Ly =374 x 103

The enthalpy of the vapour phase in saturated state [J/kg]:
Hya =0.9139x13 -140.9 x 12 + 7685 x T + 1298 x 103
Hycn =-0.005212 x 13 - 0.4526 x 12 - 417.9 x T + 518.1 x 103
Hysp =-0.02733 x 18 - 1.753 x 12 + 557.8 x T + 410.3 x 103
Hyp = -6.187:10° x T3 + 0.3908 x T2 + 951.3 x T + 87.92 x 10°
Hype = Lope(T) + 1.272x T2+ 1712 x T

Note: the liquid phase enthalpy is given by
H,=H,-L,

Specific heat capacities at constant pressure are approximately constant in the
temperature range considered

Cow = 1860 J/(kg x K)

Cp.ar = 1005 (kg x K)

anpendix 2.1-3



CPR 14E

Chapter 2 of the “Yellow Book’

Appendix 2.2 Relations for changes in enthalpy and entropy

The following statements are valid for systems that perform
pressure-volumetric work (P-AV) only; it may contain liquids, vapours and gases.

Changes in enthalpy
The change in enthalpy of any system is given by
dH =C,xdT - [T x (av/oT), - v] x dP (Ukg)
Changes in enthalpy at constant pressure for any system is given by
dH,=C,xdT (Ukg)

It can easily be inferred that for ideal gas the term between brackets is equal to zero.
So, for ideal gases the following expression is valid for any change

dH,=C,, xdT (J/kg) (A.2.1)
which means that

AH, =Cpya x (T2-Ty) (U/kg) (A.2.2)
For real gases and vapours this relation may hold approximately.

The difference in enthalpy between the liquid and vapour phase at temperature T is
always equal to the negative heat of evaporation at that temperature, so

HL(T) = H(T) - L(T) (/kg) (A.2.3)

Mostly we are only interested in changes of enthalpy. The expressions above lead to
the following expression for the change of enthalpy of a liquid

AH, =AH, - AL,
=~ Cpya x (T T1) - (L(T) - L(TY)) (Ykg) (A.2.4)
Changes in entropy
The change in entropy of any system is given by
dS = C,/T xdT - (av/oT), x dP (U/(kg-K))
Changes in entropy at constant pressure for any system is given by

ds, = C,/T xdT (J(kg-K))
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It can easily be inferred that for ideal gas the following expression is valid for any
change of system

ds, = C, /T xdT - R/P xdP (U/(kg-K))
which means that

AS, = C,ya x IN(TL/Ty) - R x In(P,/P,) (U(kg'K)) (A.2.5)
For real gases and vapours this relation may hold approximately.

The difference in entropy between the liquid and vapour phase at temperature T is
always equal to

SL(T) =S(T) - L(T)/T ((kg'K)) (A.2.6)

Mostly we are only interested in changes in enthalpy. The expressions above lead to
the following expression for the change in entropy of a liquid

AS, = AS, - A(LJT) (I(kg-K)) (A.2.7)

~ Cpuav X IN(T2/Ty) - Rx IN(Po/Py) - (L(T2)/ T2 - L(T1)/Ty)
(I(kg-K)) (A.2.8)

Where

C, = specific heat at constant pressure [J/(kg x K)]
Co o = temperature average C, [J/(kg x K)]
H = enthalpy [J/kg]

H, = enthalpy of vapour or gas [J/kg]

H, = enthalpy of liquid [J/kg]
L,(T) = heat of vaporisation at temperature T [J/kg]

P, = start pressure of a system [K]

P,  =end pressure of a system K]

S = entropy [J/(kg x T)]
T, = start temperature of a system [K]

T, =endtemperature of a system [K]

v = specific volume [m3/kg]
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Modifications to Chapter 3 (Pool Evaporation)
with respect to the first print (1997)

Numerous modifications were made concerning typographical errors. A list is given
below for the pages on which errors have been corrected.

Page 3.19:
Page 3.20:

Page 3.22:
Page 3.23:

Page 3.30:
Page 3.34:
Page 3.35:

Page 3.39:
Page 3.40:

Page 3.47

Page 3.58:
Page 3.62:
Page 3.66:

Page 3.67:
Page 3.68:
Page 3.69:
Page 3.72:
Page 3.76:

Page 3.78:

Page 3.79:

Page 3.88:
Page 3.92:

-3.57:

Several symbols have been added in between the text to clarify
the equations on this page.

Correction for the proper use of the english language in the first
sentence.

Correction of the equations 3.7, 3.8 and 3.8a

Correction of the symbol T, in T,, in the last sentence.

Page 3.25: Correction of the equation 3.10d and in the
explanation of the symbols. The explanation of the symbol D,
has been added.

The symbol c; has been added in the text for clarification, and
the equation 3.14 has been corrected.

The symbols in the text on this page have been better indicated
for clarification.

Correction of equation 3.18a (more scientific notation).

The symbol c; has been added in the text for clarification.

On this page, for the symbol of the radius of the liquid pool is
now used rp,

No modifications have been made to the User Manual of GASP.
Correction of the symbol Tqg in the equations 3.77 and 3.79.
Correction of the symbol for the subsoil surface temperature.
Page number added for the chapter on “Vapour Cloud
Dispersion”

Corrections made to the equations 3.120 and 3.122b.
Correction in the equation 3.123 (more scientific notation).
Correction in the equation 3.128 (more scientific notation).
Corrections for the proper use of the english language.
Correction in the equation 3.140 (more scientific notation),
First setence below equation 3.140 was corrected, equation
3.122a has been extended and in Table 3.5 (last column) should
read agx 1077,

Corrected for the reference to the heat balance in equation 3.4,
updated the symbol T, in equation 3.142a.

Corrections in the equations 3.144, 3.145a and 3.145b (more
scientific notation). Updated the symbol T, in equation 3.145a
and 3.145b.

Updated NH3(|)+H20(|):NH4+ q)+OH_(aq).

Thermal diffusivity a, = 11 x 107" m?/s.
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List of symbols Chapter 3

a thermal diffusivity (3.6)

agr thermal diffusivity gravel (3.128)

ag thermal diffusivity of subsoil (3.97)

ag intrinsic permeability of soil (3.21b)

ay thermal diffusivity of vapour (3.132)

ay thermal diffusivity of water (3.137)

A total liquid pool area (3.1)

A cross-sectional area river (3.154)

Avop liquid top area (3.29)

Ar Archimedes number (3.110)

b half width of the river (3.146c¢)

Cx limiting concentration (3.160)

Ci concentration component i (3.2)

Ci max maximum concentration (3.162)

C Constant (3.64)

Ca Antoine coefficient (3.85)

Cs Antoine coefficient (3.85)

Cc Antoine coefficient (3.85)

Coe constant defined by (3.156a)

Ca first order decay rate coefficient (3.146b)

Cs turbulent friction coefficient (3.70)

Ce frictional resistance term (3.62)

CeL laminar expression for Cg (3.64)

Cer turbulent expression for Cg (3.70)

Cq correlation coefficient (3.26)

Cmem mass transfer coefficient of MacKay & Matsugu (3.24)
(m0.33/30.22)

CMmRE Manning roughness factor (3.151)

Cpa air specific heat (3.6a)

CoL liquid specific heat (3.4)

Cps specific heat of subsoil (3.121)

Chpss specific heat of sand (3.20)

Cov vapour specific heat (3.111)

Cow specific heat of water (3.130a)

Cr correction factor defined by (3.124)

C, arbitrary spreading constant (3.15)

Cu» constant defined by (3.151a)

D dispersion coefficient (3.155)

D, diffusion coefficient of air (3.10e)

D, diffusion coefficient vapour in air (3.13)

D, dispersion coefficient in downstream direction (3.146a)

D, dispersion coefficient in cross-stream direction (3.146a)

D, dispersion coefficient in depth direction (3.146a)

m/s?
m/s?
m/s?

kg/(s'm?-k)

I(kg-K)
I(kg-K)
I(kg-K)
I(kg-K)
I(kg-K)
I(kg-K)

m/sEs
m1/6

mé/s
mé/s
mé/s
mé/s
mé/s
mé/s
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o

c,n
c,m
c,f
cl
c3
cr

rl
rs
siw
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w

arbitrary spreading exponent (3.13)

a modified complementary error function (3.102)

factor for the effect of radial water flow under pool (3.67)

function of temperature (3.135b)
constant (3.84b)
constant (3.84c)
constant (3.84d)
constant (3.84e)

function defined by (3.114)

function defined by (3.115)

function implicitly, defined by (3.88)
Fourier number (3.8¢)

modified Froude number (3.44)
Froude number for radial spread (3.74)
function (3.146b)

function (3.146c¢)

function (3.146d)

acceleration due to gravity (3.11)

g or reduced g (3.34)

Green’s function (3.80) defined in (3.84a)
Green’s function defined by (3.103) (m-s)?
Galileo number (3.109)

mean liquid pool depth (3.4)

minimum depth spreading vaporising pool (3.11)
river depth (3.147a)

mean dynamic liquid pool depth (3.38)

liquid pool depth at the edge (3.42)

height gravel layer (3.128)

mean puddle depth (3.38)

roughness scale (3.54)

= max (hy s, he o) (3.49)

frontal pool depth (3.48)

heat flux (3.20)

convected heat flux from air (3.4)

heat flux by conduction from the (3.5)

subsoil or convected from water body

heat flux in the nucleate boiling regime (3.130a)
heat flux in the metastable boiling regime (3.135a)
heat flux in the film-boiling regime (3.132)

1-D approximation of H; (3.97)

3-D formulation of H, (3.105)

critical heat flux for film-boiling (3.116)

total heat flux radiated into the pool (3.96)
long-wave solar radiated heat flux (3.4)

solar radiated heat flux (3.4)

heat flux from surface beneath (3.4)

heat flux by heat transfer from water (3.9)

3333333333

J(m?-s)
J(m?2-s)
J(m?-s)

J(m?2-s)
J(m?-s)
J(m?-s)
J(m?-s)
J(m?-s)
J(m?-s)
J(m?-s)
J(m?-s)
J(m?-s)
J(m?-s)
J(m?-s)
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i)

Pr,
Pr,

Qch

dd

4o
qnett,air
ar

ds

Qv

q’y

Q
Qq
QL

Qnett,air

function (3.46)
clay volume fraction (3.126a-c)

heat transfer coefficient (3.99)

heat transfer coefficient to the atmosphere (3.10a)
heat transfer coefficient on water (3.9)

film-boiling heat transfer coefficient (3.112)

mass transfer coefficient related to concentration (3.2)

mass transfer coefficient related to partial pressure (3.164)
hydraulic conductivity soil at saturated conditions (3.21a)

film-boiling critical length-scale (3.108)
length pool along-wind direction (3.23a)
capillary depth parameter (par. 3.5.2.4)

characteristic length of the spill (3.168c)
heat of vaporisation at temperature T (3.4)
dimensionless heat of evaporation (3.111)

weight (mass) fraction moist in subsoil (3.124)

mass fraction solved ammonia in water (3.186)

molar fraction solved chemical in water (3.159)

limiting molar fraction solved chemical in water (3.172)
mole fraction of vapour above liquid pool (3.80)

wind profile index (3.80) defined by (3.87)

function (3.52)
Nusselt number (3.10b)
number of steps in iteration (par. 3.6.4.6)

atmospheric pressure (3.86)

vapour pressure (3.13)

partial vapour pressure chemical i (3.164)

partial vapour pressure ammonia (3.186)

partial vapour pressure water (3.186)

saturated vapour pressure at temperature T (3.3)
Prandtl number of air (3.10b)

Prandtl number of vapour (3.113)

characteristic evaporation rate (3.174)
mass rate of spray deposition (3.187)
drainage rate (3.32)

mass flow rate remaining airborne (3.188a)
dimensionless evaporation rate (3.178)
liquid source discharge rate (3.11)

liquid evaporation rate (3.1)

(mean) vaporisation mass flux (3.1)

mass (3.31)

mass deposited spray (3.189)

mass of liquid spilt (3.1)

mass remaining airborne spray (3.189)

m3/m3

J(m?s-K)
J(m?s-K)
J(m?s-K)
J(m?s-K)
m/s
s/m
m/s

333

m
J/kg

ka/kg
ka/kg
mol/mol
mol/mol
mol/mol
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mass of vapour evolved (3.177)

characteristic vapour mass (3.177)

dimensionless mass of evolved vapour (3.177)

total amount of heat conducted into the pool (3.7a)

liquid pool radius (3.10c)

kg
kg

Jim?

m

semi-axis of the elliptic region on the water surface (3.160) m
semi-axis of the elliptic region on the water surface (3.161) m

radius of the heat conducting body (3.8a)
drop radius (3.12)

(average) radius gravel stones (3.128)
hydraulic radius defined by (3.148d)
inner radius of annular liquid pool (3.45)

gas constant (3.13)
Reynold’s number Re = p x u x (2 x r)/m (3.10b)
ambient roughness Reynolds number (3.92)

depth profile shape factor (3.42)

Schmidt number Sc = v/D (3.14a)

turbulent Schmidt number (3.80)

laminar Schmidt number Sc, = v, /D, (3.82)
Sherwood’s number (3.22)

time after the start of the release (3.1)

time noticeable concentrations near river banks (3.152)
time beyond which chemical concentration (3.163)
everywhere is less than the limiting concentration
horizontal conduction time-scale (3.104)

validity period for dispersion model (3.153)

arbitrary duration pool spreading (3.145)

time of liquid penetration (3.21a)

heat transfer time-scale (3.100)

liquid pool temperature (3.4)

initial liquid pool temperature (par. 3.6.2)
ambient temperature (3.10a)

a temperature scale constant (3.27)
(normal) boiling point liquid (3.20)
critical temperature spilt chemical (3.134)
initial gravel temperature (3.128)

liquid temperature (3.130a)

subsoil surface temperature (3.99)

initial subsoil temperature (3.120)

liquid source temperature (3.77)

liquid temperature at pool surface (3.13)
Tor T, (3.99)

initial sand temperature (3.20)

vapour temperature (3.133)

water temperature (3.9)

33333

[72]
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ATf,min
ATn,max

Ua,10

Zp H
Zo‘p
ZO.a
Z10

minimum temperature difference film boiling (3.134)

K

maximum temperature difference nucleate boiling (3.131) K

radial liquid velocity at liquid pool edge (3.16)
wind velocity at 10 metres height (par. 3.2.6)
terminal velocity of deformable drops (3.12)
jet velocity after flashing (3.188)

penetration velocity in the sand (3.20)

liquid surface regression rate (3.29)

mean stream velocity (3.146b)

shear or friction velocity defined by (3.150)
friction velocity above liquid pool (3.80)
ambient friction velocity (3.89)

wind speed (3.10d)

wind speed at standard 10 metres height (3.14)

volume flow rate (3.191)

volume of liquid in pool (3.32)

volume of liquid discharged (3.28)

dynamic volume of liquid in liquid pool (3.39)
volume of vaporised liquid (3.29)

initial spill volume (3.169)

Weber number (3.12)

coordinate in wind or downstream direction (3.146b)
distance downstream beyond which concentration
everywhere is less than the limiting concentration (3.185)
coordinate cross-stream direction (3.146c¢)

distance spill centre to river middle (3.146¢)

coordinate in the depthwise or vertical direction (3.2)
depth of liquid penetration (3.21a)

heat penetration depth (3.8)

aerodynamic roughness of liquid pool (3.89)
aerodynamic roughness pool surroundings (3.90)
standard height for meteorological measurements (3.91)

Greek symbols

Olyy

a(s)

thermal expansivity of water (3.138)
a profile factor (3.71)

function of Sc,_ and Sc; (3.83)
a profile factor (3.64)
intermediate (3.126a)
intermediate (3.126a)
intermediate (3.126c¢)

Euler’s constant (3.81a)

m/s
m/s
m/s
m/s
m/s
m/s
m/s
m/s
m/s
m/s
m/s
m/s

m/s

333

333333

1/K

3/(m-s-K)
JI(m-s-K)
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A

I

S ors

PS>

7]
[Z]

£

Pa
PL

ps,s
Pv
Pv,0
Pw

To

D,
d(s)

D4(¢)
Dy(e)
Dy(e)

Xsc
XPr

porosity (void fraction) sand (3.20)
8 x u?/(g x a) (3.55)

dynamic liquid viscosity (3.21b)
dynamic air viscosity (3.10d)
dynamic water viscosity (3.69)

von Karman’s constant (3.80)

thermal conductivity (3.5)
thermal conductivity of air (3.10c)

thermal conductivity of gravel (3.128)

thermal conductivity of liquid (3.130)

thermal conductivity of subsoil (3.97)

thermal conductivity of (dry) sandy subsoil (par. 3.6.4.1)
thermal conductivity of vapour (3.112)

thermal conductivity of water (3.137)

molecular weight of substance i (3.13)
molecular weight of spilt liquid (3.159)

molecular weight of water (3.159)

kinematic air viscosity (3.10e)

kinematic viscosity liquid chemical (3.11)

kinematic vapour viscosity (3.14a)
kinematic water viscosity (3.69)

function (3.68)

air density (3.10d)

liquid density (3.4)

density of subsoil (3.121)

density of sand (3.20)

vapour density (3.108)

vapour density at the source (3.192)
density of water (3.12)

liquid pool surface tension (3.12)

dimensionless time (3.176)
wall shear stress (3.150)

reduced temperature variable (3.27)
function of s (3.63)

function of temperature T(t)-T, (3.98)

function (3.54)
function (3.58)
function (3.59)

argument of (3.80) defined for U, (3.81)
argument of (3.118) defined for H, (3.118a)

N-s/m?2
N-s/m?2
N-s/m?2

J(m-s-K)
J(m-s-K)
J(m-s-K)
J(m-s-K)
J(m-s-K)
J(m-s-K)
J(m-s-K)
J(m-s-K)

kg/mol
kg/mol
kg/mol

mé/s
mé/s
mé/s
mé/s

kg/m?3
kg/m?3
kg/m?3
kg/m?3
kg/m?3
kg/m?3
kg/m?3

N/m

N/m?
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P auxiliary variable (3.97)

) temperature smoothing factor (3.79)

Mathematical symbols

dX/dx differential of quantity X to x

aX/ax partial differential of quantity X to x
OX small change in quantity x

AX change in quantity x

Note: the numbers between brackets refer to equations.
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Glossary of terms

flash

heat transfer

liquid pool

physical effects models

pressurised liquefied gas

quality

rain out

regression rate

source term

Part of a superheated liquid which evaporates
rapidly due to a relative rapid depressurisation
until the resulting vapour/liquid-mixture has
cooled below boiling point at the end pressure.

Transport of heat due to difference in
temperature caused by (a combination of)
transport mechanism(s), such as conduction,
convection, and radiation.

Layer of liquid on a subsoil or water surface

Models that provide (quantitative) information
about physical effects, mostly in terms of heat
fluxes (thermal radiation), blast due to
explosions, and environmental (atmospheric)
concentrations.

Gas that has been compressed to a pressure
equal to saturated vapour pressure at storage
temperature, so that the larger part has
condensed to the liquid state.

The mass fraction of vapour in a liquid vapour
mixture (two-phase mixture).

Dropping of the small liquid drops from that
fraction of the flashing liquid that remains
initially suspended in the atmosphere.

The rate of decrease in depth of a liquid pool

Physical phenomena that take place at a release
of a chemical from its containment before
entering the environment of the failing
containment, determining:

— the amount of chemical entering the
surroundings in  the vicinity of the
containment,

— the dimensions of the area or space in which
this process takes place,

— the thermodynamic state of the released
chemical, like concentration, temperature,
and pressure,

— velocities of the outflowing chemical at the
boundaries of the source region.
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source term model

specific volume

two-phase flow

vapour

void fraction

Models that provide (quantitative) information
about the source term, to be input into a
subsequent physical effect model.

Volume of one kilogram of a substance
(chemical); reciprocal of density.

Flow of material consisting of a mixture of liquid
and gas, while the gas (vapour) phase is
developing due to the vaporisation of the
superheated liquid during the flow caused by
decreasing pressure along the hole or pipe due to
the pressure drop over the resistance.

Chemical in the gaseous state which is in
thermodynamic equilibrium with its own liquid
under the present saturation pressure at given
temperature.

The volume fraction of vapour in a liquid-vapour
mixture (two-phase mixture).

Note: some definitions have been taken from [Jones, 1992], [AIChE, 1989],

Webster [1981]
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3 Pool evaporation

3.1 Introduction

Many hazardous chemicals are stored and transported as liquids. Gases
may be liquefied by pressurisation, like Liquefied Natural Gas (LNG) and Liquefied
Petroleum Gas (LPG), or by refrigeration, like ammonia (NH5;).

A release of volatile or cryogenic liquid may be hazardous to people outside the plant
because the released liquid will evaporate while the evolving vapour will disperse into
the atmosphere and may reach population centres. Near the source released
flammable liquid may be ignited leading to a pool fire.

In case of sudden release of a pressurised liquefied gas, part of the flashing liquid may
rain out and form a liquid pool on the subsoil or on water surface. Then, the
evolvement of vapour will be additive to the relative large amount of vapour resulting
from the fast evaporation of liquid droplets in the air caused by the flashing of the
liquid. This topic is described in chapter 2 ‘Outflow and Spray release’.

The principal purpose of liquid pool evaporation models is to give estimates of the
evaporation rate, the duration of the vapour development and the maximum amount
of vapour that can evolve. The pool evaporation models will act as a source term for
subsequent dispersion models or pool fire models.

Evaporation models require definition of the spill rate, pool area for spills on subsoil
and also subsoil density and thermal properties, roughnesses of the subsoil, and
subsoil temperature, water temperature and size and depth of the water body for spill
onto water, atmospheric conditions like ambient temperature, wind speed and solar
radiation. Furthermore, several physical properties of the spilt chemical like vapour
pressure as function of temperature, heat capacity, heat of vaporisation, liquid
density, viscosity and emissitivity are needed as input, [AIChE, 1989].

In the following sections pool evaporation phenomena will be addressed. Each
section will treat the subject from another perspective.

Section 3.2 provides the principles and basic understanding of the phenomenon of
pool vaporisation. It will address relevant thermodynamics and transport laws.
Section 3.3 provides an overview of methods and models published in open literature,
for the estimation of the characteristics of evaporating pools.

In section 3.4 the considerations which have led to the selection of the recommended
models will be elucidated.

Section 3.5 provides complete detailed descriptions of the recommended models and
methods. Whenever calculations or analyses have to be made, all necessary
information can be found in this chapter, except for the physical properties of the
chemical.

Section 3.6 provides examples in using the selected models and methods.

In section 3.7 the interfacing to other models, i.e. the necessary transformation of the
results, will be addressed.

Finally, in section 3.8 general considerations are given regarding the models
presented and present gaps in the knowledge about pool evaporation.

Other evaporation phenomena that play a roll, for instance in two-phase pipe flows
or in spray releases, will be treated in chapter 2 ‘Outflow and Spray Release’.
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3.2 Phenomenon of pool evaporation

3.2.1 Introduction to section 3.2

A liquid spilt onto the subsoil or water surface will spread. Depending on
the properties of the liquid and ambient conditions, the pool will evaporate rapidly or
slowly.

In case the pool is confined to a bund, the surface area A of the pool is limited.

If this is not the case (transport accidents), the liquid pool will spread and the surface
area of the pool A(t) will be a function of time too.

The larger the pool surface, the higher the emission rate, [Melhelm, 1993]. Once the
evaporation of liquefied gases per unit of time and per unit of area has been
established, then the evaporation of the spreading pool can be calculated.

The decreasing liquid mass Q,_of an evaporating pool is depending on the mean local
evaporation flux q", and the (time-dependent) surface area A(t) of the liquid pool

dQ, /dt = q, (kg/s) (3.1)
="y x A(t)

The mean local vaporisation flux g", and the changing pool area A(t) due to
spreading, can be considered almost independent, as is the common approach.

The mean local vaporisation flux ", is depending on the mass transfer coefficient k,
and the atmospheric concentration c; just at the liquid pool surface

q"y = kmx ¢ (2=0) (kg/(m?s)) (3.2)

The atmospheric concentration at the surface of the pool is depending on the
saturated vapour pressure P,’(T) and, therefore, on the liquid pool temperature

¢ ~ PS(T) (kg/m®) (3.3)
where
A(t) = surface area of the pool as a function of time [m?]
Gi = concentration component i [kg/mq]
Km = mass transfer coefficient related to concentration [m/s]
P, (T) = saturated vapour pressure at temperature T [N/m?]
ay = liquid evaporation rate [ka/s]
q"y = (mean) local vaporisation flux [kg/(m?-s)]
QL = mass of liquid spilt [ka]
t = time after the start of the release [s]
T = liquid pool (surface) temperature K]
z = coordinate in vertical direction [m]
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Summarising, this means that the crucial factors determining the vaporisation rate of

an evaporating liquid pool are:

1. average liquid pool temperature T, governed by the heat balance over the liquid
pool;

2. liquid pool surface area A(t);

3. mass transfer coefficient k.

In the following sections the three crucial factors will be addressed in detail.
Subsection 3.2.2 addresses the heat balance and possible heat sources to the liquid
pool. Subsection 3.2.3 addresses the spreading of liquid on subsoil, and floating on
water and mixing or sinking into water.

In subsection 3.2.4 the (limiting) mass transfer to the atmosphere will be explained.

3.2.2 Heat balance

The evaporation of a liquid requires heat. Heat will be drawn from the
surroundings and also from the heat content of the pool itself, tending to decrease the
average liquid pool temperature. The general case which must be considered, is that
of a liquid pool spreading on subsoil or on water surface, and of which the
temperature is changing. We therefore need to calculate the heat flux transferred into
such a pool.

For spills on subsoil the initial stage of vaporisation is usually controlled by the heat
conduction from the subsoil, especially for spills of liquids with boiling points far
below ambient temperature, under cryogenic conditions.

Later on, other heat sources will prevail, such as solar heat flux and heat transfer from
the atmosphere.

The general formulation of laws of conservation is given by
change content = input - output + production - consumption

So, the conservation of energy, neglecting all mechanical friction terms, applied to an
evaporating pool, gives the following heat balance per unit area:

d(hxp . xCyp xT)

d = Hyy+Hat Hy+ Hig-g'y x L, ((M?s)) (3.4)
t

where

CpL = specific heat liquid [J/(kg-K)]
h = pool depth [m]

Hy,, = heat flux from surface beneath (subsoil/water) [J/(m?s)]
H, = convected heat flux from air [I/(m?s)]
H, = long-wave solar radiated heat flux [3/(m?s)]
H,s = solar radiated heat flux [3/(m?s)]
L, = latent heat of vaporisation [J/kg]

g", = evaporation flux [kg/(m?-s)]
t = time after the start of the spill [s]

T = temperature of the liquid pool [K]

p. = liquid density [kg/m3]
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Figure 3.1 Heat transfer to a liquid pool; taken from [Raj, 1987]

Heat flux from the subsoil

In case of an instantaneous spill on a solid subsoil, heat will immediately be
transferred to the relatively cold evaporating pool from the relatively warm subsoil by
heat conduction.

The resulting heat flow can be estimated by means of the Fourier equation based on
the heat penetration theory into a semi-infinite medium (body).

The heat balance over the body has to take into account the change of temperature
(heat content) of the body and the heat conduction in the body described by Fourier’s
law

H, = -A x dT/dz (II(m?s)) (3.5)
H. = heatflux by conduction  [J/(m?s)]
T = (local) temperature K]
z = depth (coordinate) [m]
A = thermal conductivity [J/(m-s-K)]

After some manipulations of the equations the heat balance can mathematically be
expressed by

*T
X

0T _a (K/s) (3.6)
with
a=M(pxCp) (m?/s) (3.6a)
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where
a = thermal diffusivity [m?/s]
C, = specific heat [J/(kg-K)]

Assuming the following conditions:

a. the body is initially at uniform temperature T;

b. resulting from a sudden fixed change in temperature at the outside to temperature
T4

c. due to the fact that the heat conducting medium is considered semi-infinite, the
temperature will not change at a very long (infinite) distance from the outside;

summarised mathematically:

a) initial condition: T(zt)=T, forz=0 att=0
b) boundary condition: T(zt)=T, atz=0 fort=0
c¢) boundary condition: T(zt)=T, at z— o fort>0
where
To initial temperature [K]

T new temperature [K]

By doing this the actual dimensions of finite heat conducting bodies are neglected,
which leads to the remarkably simple analytical solution given by Fourier.

Applied to the problem at hand this results in the time-dependent heat flux H.(t)
from the subsoil into the evaporating pool, and is given by

Ax(Ty=T))
H.(t) = —7»><dT/dt\Z=0 =___ @ 0@
J@axmxt)

The total amount of heat conducted into the pool per square meter during the period
until time t, is given by

(JI(m?s)) (3.7)

Q'u=2x H¢((t) xt (I/m?) (3.73)

The denominator of the quotient ./(a x & x t), with dimension length, is often called
‘heat penetration depth’, see Figure 3.2,

Zpn = Jaxmxt) (m) (3.8)

This penetration depth plays a roll in case the heat source can not be regarded as
semi-infinite. In general the heat penetration theory may be applied if

Zpn = J@axmxt) <<rpqy (m) (3.8a)
or

Fo<0.2 Q) (3.8b)
with

Fo = a x t/yoq,° ©) (3.8¢)
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Fo
rbody

Fourier number [-]
radius of the heat conducting body [m]

It must be mentioned that the time-dependent boundary condition at the subsoil
surface (given by equation (3.7)) makes the heat balance over the evaporating pool a
complex problem to solve.

Figure 3.2  Penetration of heat into a semi-infinite medium, taken from [Beek, 1975]

The boiling-rate of spilt cryogens is mainly controlled by the rate at which heat can
get into the liquid. For cryogen spilt onto land, the heat conduction from the subsoil
is the prevailing heat source in the initial stages.

In experiments carried out recently by Takeno [1994], it has been reported that for
spills of liquid oxygen and hydrogen, the evaporation rates were inversely
proportional to the square root of time, except in the early stage just after the start of
vaporisation.

It must be mentioned that the approach above is valid for flat solid surfaces. When
the subsoil is permeable, for instance like (dry) sand and gravel, the heat penetration
theory has to be modified.

Heat flux from the water body

In case of a cold pool floating on water, the heat transfer into the pool will depend on
convection currents within the water. It can be assumed that these are sufficient to
keep the water at a more or less uniform temperature T,,, and that the heat flux into
the pool is
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Hy = Kqwx (Ty-T) (I/(m?-s)) 3.9

where

H, = heat flux by heat transfer from water  [J/(m?s)]
knw = heat transfer coefficient on water [3/(m?-s-K)]
T = liquid pool temperature [K]

T, = water temperature [K]

For boiling on water surface three boiling regimes can be distinguished: nucleate
boiling, transition boiling and film-boiling.

The vapour bubble formation at the water liquid interfacing disturbs the heat
transfer. The coalescence of bubbles may form an insulation layer between liquid and
water, leading to a decrease of heat transfer between water and liquid that results in
a decrease of evaporation rate. This type of boiling is called metastable boiling.

The heat transfer coefficient is different for each boiling regime.

If ice formation occured, this would have a considerable effect on the heat transfer
from the water body to the liquid pool.

In the past ice formation was considered possible for releases of cryogens on still water
surfaces. The underlying references stem from 1975-1978. What is meant by the term
‘still waters’ in this model remains unclear; for instance, it is unlikely that the depth
of the water body would not be relevant.

Zumsteg [1991] reports the formation of small ice particles under experimental
conditions, that were dragged by the evolving vapour due to a spill of cryogen onto
water. Chang [1982] also reported ice formation on the water surface in experiments
on laboratory scale. A survey of experimental spills of cryogenic liquids is given in
Prince [1985]; it appears that each cryogen behaves in its own typical way if spilt onto
water.

However, there is experimental evidence that ice does not form at the water-cryogen
interface because of vigorous boiling. Water droplets may be carried into the evolving
vapour, [Melhelm, 1993].

Pool evaporation may be influenced by waves leading to a larger contact surface, and
better mixing of the top layer of the water body.

Webber assumes [Webber, 1990], that an ice crust will not be formed if cryogens are
spilt on water. His model is intended for analyses of spills on large extents of water
and all evidence of ice formation seems to stem from small-scale experiments where
a limited amount of water was available as a heat source.

Heat flux from the atmosphere

The convected heat flux from air (H,) is given by:

Ha=Kyax (Ta-T) (I/(m?-s)) (3.10a)
where
Kh.a heat transfer coefficient to the atmosphere  [J/(m?s-K)]

T, ambient temperature K]

3.24



CPR 14E

Chapter 3 of the “Yellow Book’

The heat transfer coefficient ki, , may be estimated by assuming a turbulent flow over
a flat plate by the following equations

Nu = 0.037 x Pr 3 x Re®8 ) (3.10b)

for turbulent flow Re > 5 x 105,

with
NU =Ky 4 x (2 x 1p)/Ay “) (3.10c)
Re = pa x Uy 19 x (2xIp)My ) (3.10d)
Pr, = v,/D, ) (3.10e)

=0.786

where

s = pool radius [m]

Nu = Nusselt’s number [-]

Pr, = Prandtl’s number for air [-]

Re = Reynolds’ number [-]

uy 10 = wind speed at 10 metres height [m/s]

MNa = dynamic viscosity air [N-s/m?]

Aa = thermal conductivity of air [J/(K-m-s)]

p, = density air [kg/mq]

U, = kinematic viscosity of air [m?/s]

D, = diffusion coefficient of air [m?/s]

Heat flux from radiation

The rate of long-wave radiation heat exchange (H,)) between the pool surface and the
surroundings and the solar radiation (H,s) can be calculated by equations (4.36) and
(4.37) of the chapter Vapour cloud dispersion (page 4.62).

Heat transfer in the bulk of the pool

Studer [1988] states that a rigorous way to describe the evaporation of a liquid pool
requires an incorporation of all heat and mass transfer components, without ignoring
the impact of the intra-pool heat transfer resistance. This latter assumption is
considered to be a conservative one, and often made implicitly by assuming a uniform
liquid pool temperature.

A deep pool, resulting from a major chemical release, behaves as if it consisted of two
separate elements: a thin surface layer and the bulk liquid pool.

Studer shows the effect of intra-pool heat transfer resistance can be ignored in case
the initial height of the instantaneous pool is about 4 metres.

It may be expected, however, that the bulk heat transfer resistance will have a
substantial effect on spills in bunds with huge barriers, but not in case of unbounded
spreading while the liquid height quickly diminishes in time.
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3.2.3 Pool spreading

Released liquid will spread onto the subsoil or the water surface in the immediate
vicinity of the failing containment.

The spreading will continue unless the pool is contained by a dike or channelled into
a sump, or when the liquid has spread to such an extent that its thickness is of the
same magnitude as the subsoil roughness, or until the evaporation rate is equal to the
release rate so that the amount of liquid in the pool does not increase any more.
The maximum pool diameter of a spreading liquid pool will depend on the
topography of the subsoil near the release point. In industrial plants often vessels have
been placed in bunds (low walls or dikes). In case the pool is confined to a bund the
surface area of the pool is limited. If not, the liquid pool will spread and the surface
area of the pool will be a function of time during a large part of the evaporation.

On subsoil most liquid spills at industrial plants will be confined, however not in the

case of transportation. Spills onto water will be unbounded, although the width of the

water body (channels) may act as a barrier. In practice, very often no barrier is

provided around storage tanks for gases liquefied by compression. This means that

for the determination of the evaporation of released condensed gases, the spreading

of the liquid must be considered. The extent of spreading of an unconfined liquid spill

is a key factor that effects the emission rate from the pool surface.

As the liquid spreads, three flow regimes are recognised [Melhelm, 1993]:

1. gravity - inertia regime: gravitational acceleration of the descending liquid mass is
counter-balanced by inertia,

2. gravity - viscous regime: in which the gravitational spreading force is opposed by
friction at the liquid-subsoil interface,

3. surface tension - viscous regime: in which for very thin liquid films, surface tension
replaces gravity as the driving force.

Cryogenic spills rarely reach the gravity-inertia regime because of their rapid
evaporation. The surface tension — viscous regime is of importance for heavy
hydrocarbons on water.

For the calculation of the evaporation of liquefied gases on subsoil, a distinction
should be made between a permeable and a non-permeable subsoil, as the spilt liquid
may sink into the ground.

3.2.3.1 Release on land within bunds

The presence of second containments (bunds) reduces the evaporation rate

by limiting the pool area, and providing for longer contact times between liquid and
subsoil, leading to reduction of heat conduction from the subsoil to the evaporating
liquid [World Bank, 1988].
In case the liquid is caught in a bund, the spreading of the spill will be limited. The
maximum pool size will be the size of the bund. Of course, this will only be the case
when the dimensions of the bund are well designed. If the bund is too small, the
released liquid will simply spill over the dike. Furthermore, bund overtopping due to
dynamic force may be the cause for secondary containments not to be able to cope
with a sudden release of large amounts of liquid [Wilkinson, 1991].
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Also in Phelps [1992] a model based on computational fluid dynamics has been
presented that is able to predict the behaviour of a running liquid against vertical or
inclined walls.

3.2.3.2 Continuous release on land without a bund

The pool will stop spreading when the release of liquid has stopped due to
a cut-off or exhaustion. Also when the evaporation rate of the pool equals the release
rate on the subsoil the pool will reach its maximum diameter.
In case of a continuous release of liquid, the liquid pool will eventually reach a specific
depth, where evaporation through the surface balances the steady discharge into the
centre of the pool.

A simple model of viscous effects appears reasonably realistic [Webber, Apr. 1991]
and leads to depth of order

N, = (20008 (m) (3.11)
(pLx7xg)
where
g = acceleration due to gravity [m/s?]
hege = minimum depth spreading and vaporising [m]
liquid pool under a steady discharge
ds = liquid source discharge rate [ka/s]
v. = kinematic liquid viscosity [m?/s]
p. = liquid density [kg/m3]

Experimentally, Moorhouse and Carpenter [Webber, Apr. 1991] have studied
continuous releases of LNG on smooth concrete, and concluded a spreading depth
of around 1 centimetre.

3.2.3.3 Instantaneous release on land without a bund

In practical situations the pool will spread until it reaches some minimum
thickness which is related to the surface roughness. As typical values a lower limit of
5 millimetres for very smooth surfaces and for rough surfaces several centimetres were
suggested earlier, see table 3.1.

Another suggestion is simply to assume a maximum pool area based on the
topography of the surroundings, according to the analyst’s judgement.
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Table 3.1 Characteristic average roughnesses of some subsoils

Subsoil Average roughness
(m)

Flat sandy soil, concrete, stones, industrial site 0.005

Normal sandy soil, gravel, railroad yard 0.010

Rough sandy soil, farmland, grassland 0.020

Very rough, grown over sandy soil with pot-holes 0.025

The pool area can be estimated conservatively by assuming that all of the released
liquid spreads instantaneously to the minimum thickness, and reaches its maximum
pool size immediately.

This simplifying assumption leads to overpredictions for the vaporisation rate shortly
after the spill. This can be neglected for non-boiling volatile liquids because of the
relatively long duration of the evaporation at low evaporation flux q",.

Low volatile liquid releases at ambient conditions evaporate at considerable rates only
when the pool surface is relatively large, compensating for a relatively low
vaporisation mass flux. This may be the case when large amounts of liquid run into a
large bund or can spread out to a large extent.

3.2.3.4 Evaporation of chemicals mixed in water [Raj, 1974]

When a soluble chemical water is spilt on water, it rapidly dissolves.
Chemicals may not only be readily miscible with water, but may also have high
vapour pressures at ambient temperature. When such liquids are spilt, vapour may be
generated. When a water-miscible liquid is spilt on a water surface, mixing takes
place, thereby diluting the spilt liquid.

The mixing is caused by molecular diffusion in calm water and mass convection
(turbulent diffusion) in streaming rivers. In rivers, the main cause for mixing is stream
turbulence. Mixing may take place preferentially in one direction. It depends on flow
conditions, flow geometry and water density gradients.

In rivers, waves are not important. In general the effects of salinity-driven mixing can
be ignored.

3.2.3.5 Evaporation of chemicals that sink in water [Raj, 1974]

There are many liquid chemicals with densities larger than that of water,
whose boiling point at atmospheric pressures are less than the water temperature, for
instance, chlorine. When such liquids are spilt on water, they may sink and vaporise
at the same time because of their low-boiling point.

When a large mass (‘blob’) of a heavy liquid is spilt on the surface of water in a very
short time, the liquid sinks ‘en masse’ only for a small depth. The increasing sinking
velocity of the blob results in a pressure force on the front face. When this pressure
force exceeds the internal resistance of the blob, the blob will be broken into small-
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sized drops. Due to the break-up of the large blob of heavy liquid into smaller drops,
the liquid will evaporate rapidly due to massive heat transfer from the surrounding
water.
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Figure 3.3  Schematic illustration of the sequence
of blob break-up into drops [Raj, 1974]

The parameter which determines the stability of a blob or a drop, or resistance to
breaking, is the Weber number, being the ratio of the pressure force to the surface
tension force:

We = p,, x Ug ,,2 x I4lo ) (3.12)
We = Weber number [-1
pw = density water [kg/m3]
Uy, = terminal velocity of deformable drops [m/s]
rg = drop radius [m]
o = liquid surface tension [N/m]

Experimental evidence indicates that most liquids tend to break-up when the Weber
number is larger than about 10. It can be shown that the duration over which a large
mass, such as occurs in a spill, breaks up into smaller drops, is very short.
Experiments indicate that, when a big blob breaks up, drops of various sizes are
formed with the drop-size distribution being a function of various physical properties,
parameters such as the properties of the liquid and the medium, the agency which
causes the break-up, and others.
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3.2.4 Mass transfer

For liquids having normal boiling points near or above ambient
temperature, mass transfer by diffusion will be the limiting factor. The wind is
removing vapour from the pool surface, and due to the resulting concentration
gradient mass transfer is induced; liquid will evaporate in order to restore the partial
pressure which is in thermodynamic equilibrium to the liquid in the pool at its
temperature.

So, the evaporation of a non-boiling liquid depends mainly on the rate at which the
vapour can be removed by the air flow above the pool.

In case of boiling liquids with a mass transfer that is very fast, the mass transfer
resistance may be neglected as a reasonable first approximation.

When a volatile (non-boiling) soluble liquid is spilt into water, the vaporisation of the
chemical takes place only at the water surface, and is caused by the difference in
(partial) vapour pressure of the solved chemical at the water surface and in the
atmosphere. The evaporation mass flux ", depends on the mass transfer coefficient
(k) and the vapour concentration (c;) at the liquid pool surface. The vapour
concentration is proportional with the saturated vapour pressure of the liquid at the
pool surface, depending on its temperature. Applying the ideal gas law results to

q"y, = D, x dc;/dz

=Ky xCi(z=0)
=~ Km x Py(Tps) x Wi/(R x Tp) (kg/(m?s)) (3.13)
where
(o = concentration component i [kg/m?3]
D, = diffusion coefficient vapour in air [m?/s]
kn, = mass transfer coefficient related to concentration  [m/s]
g", = vaporisation mass flux [kg/(m?-s)]
P,(T) = vapour pressure at temperature T [N/m?]
R = international gas constant [J/(mol-K)]
Tps = liquid temperature at pool surface [K]
z = coordinate in vertical direction [m]
Wi = molecular weight of substance i [kag/mol]

Several empirical correlations for estimation of the mass transfer coefficient have been
proposed in literature in the following generalised form

Km = f (U, 10, Ips SC) (m/s) (3.14)
with

Sc =v/D, ) (3.14a)
where
M = liquid pool radius [m]
Sc = Schmidt number [-1
D, = diffusion coefficient of vapour into air [m?/s]
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kinematic viscosity vapour [m?/s]
wind speed at standard 10 metres height  [m/s]

Vv

Uw,10

A model for the mass transfer coefficient k, based on a more up-to-date
understanding of the turbulent atmospheric flow has been developed by [Brighton,
1987]. In this model molecular diffusion is incorporated in the boundary conditions.

Experimental data about mass transfer from evaporating liquid pools as reported in
Kawamura and MacKay [1987] are given below. Note that the wind velocity was not
made explicit in this publication.

Note that the dimensions of the air temperature and vaporisation mass flux are
degrees Celsius °C and kg/(m?-h) respectively.

Table 3.2  Steady state evaporation rate of liquid pools (after 15 minutes),
without subsoil conduction (insulated pan)

Chemical Tair q"y
(°C) (kg/(m?h))

1 Toluene 21 4.49
2 Toluene 29 3.39
3  Cyclohexane 24 5.89
4  Cyclohexane 25 5.89
5 Hexane -5 5.55
6 Hexane 22 10.88
7  Methanol 7 2.55
8 Dichloromethane -6 9.49
9 Dichloromethane 1 7.53
10 Dichloromethane 21 16.27
11 Dichloromethane 25 17.98
12 Pentane 1 10.52
13 Pentane 5 6.84
14 Pentane 7 8.13
15 Pentane 9 10.41
16 Freonit 0 33.01
17  Freonii 17 34.93
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Table 3.3  Average evaporation rate of liquid pools during the experiment,
with subsoil conduction.

Chemical Tair q'y
(°C) (kg/m?-h)
18 Toluene 25 3.90
19 Cyclohexane 29 9.38
20 Hexane 27 7.28
21 Pentane 23 23.00
22 Pentane 25 27.10
23 Freon11 31 34.88

Note that in conformity with the original publication the vaporisation mass flux has been given in
kilogram per square metre per hour, and the temperature in degrees Celsius.
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3.3 General overview of existing models

3.3.1 Introduction to section 3.3

The various models for pool evaporation on subsoil or water surface
presented in the open literature have a broadly similar structure [Webber, 1991].
All models comprise a heat balance, pool spreading models, and correlations for the
local vaporisation flux.

The models differ in:

— the number of heat sources taken into account;

the collection of selected submodels for spreading and mass transfer;

— the way of approximation by analytical solutions (partially);

— the degree of complexity due to ignoring effects;

— the applied numerical methods to solve the set of equations.

Most models have been based on the same limited number of publications dealing
with mass transfer to the atmosphere and pool spreading.

In general the classic models are based on the sharp distinction between boiling and
non-boiling liquids, on a non-adequate representation of the expected behaviour of
pools of different viscosity on different surfaces [Webber, 1991], and sometimes still
on the rather antique mass transfer relation of Sutton. Furthermore, simplifying
assumptions were made to describe the spreading of the pool.

These models can be improved from a scientific viewpoint and from the viewpoint of
an adequate numerical solution. Advanced and complete but complex models have
been found in recent literature. The pool evaporation model GASP has been
developed by SRD(AEA)/HSE. Similar models have been found in literature.

In the following section, submodels will be addressed first, dealing separately with the
heat balance, mass transfer, or pool spreading.

In this section the following themes are addressed:

— subsection 3.3.2 addresses the submodelling of the heat balance;

— subsection 3.3.3 addresses the submodelling of pool spreading;

— subsection 3.3.4 addresses the submodelling of mass transfer;

— subsection 3.3.5 addresses recent models, which solve the problem integrally.

3.3.2 Heat balance

Simple modelling is based on a sharp distinction between boiling and non-
boiling liquids. A sudden switch between models have to be made when describing
the transition from boiling to non-boiling. This results in a rather unpleasant
discontinuity in the evaporation rate at an arbitrary vapour pressure.

In the modelling of evaporation of boiling liquids, only the heat conduction from the
subsoil or from the water surface has been taken into account.

In recent models [Webber, 1990], [Woodward, 1990], [SuperChems 4.0] the
complete heat balance is taken into account and thus none of the heat sources are
ignored to simplify the model; see paragraph 3.2.2. No principal distinction is made
between boiling and non-boiling pools.
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3.3.2.1 Film and nucleate boiling on water surfaces

In the previous YellowBook a method has been described to estimate the
boiling rate of a cryogen on a water surface, which has been recognised as meta-stable
boiling for most industrial commodities [YellowBook, 1988].

In the GASP-model a more simplified approach has been chosen. It is assumed that
the spilt chemical boils in the film-boiling regime when the heat flux into the liquid
pool exceeds the so-called critical heat flux. If not, the heat flux into the pool is
described with a constant heat transfer coefficient.

3.3.3 Pool spreading

3.3.3.1 Pool spreading on land

Simple models for pool spreading on solid surface

Simple spreading models consist of simple mathematical expressions, mostly power
expressions, that relate the radius of the spreading liquid pool to the time from the
start of the release

r(t) = C x t& (m) (3.15)

radius of the spreading liquid pool [m]
time from of the release [s]

The values for constant C, and exponent Eg differ for liquids spreading on land and
for liquids spreading on water. The constant C; and exponent Eg depend on the type
of release: continuous or instantaneous.

An overview of these simple models can be found in Raj [1981], Raj [1987]. Other
models have been given in Shaw [1978], WorldBank [1988], Melhelm [1993] and
Frie [1992].

Most remarkable is that the model equations of the three groups differ, regarding
which seem qualitatively the same spreading conditions.

Obviously, this varied collection of relations leads to the conclusion that correlations
have been made for different situations or have been based on different assumptions.
Many previous analyses based on ordinary differential equations, have used the
simple assumption that the radial spreading rate (u) of a circular liquid pool is
proportional to /(g - h), where (g) is the acceleration due to gravity and (h) is the
mean pool depth. For pools spreading on water, this is valid for a restricted time
interval after any initial radial acceleration phase and before the pool becomes thin
enough for turbulent or viscous effects to become important. In this case (g) must be
multiplied by the relative density difference. In other circumstances the spreading
behaviour is quite different and generally more complicated [Webber, Jan. 1991].
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The sharp distinctions between instantaneous and continuous releases, and between
spreading liquid pools and fixed (confined) pools, are made to simplify the spreading
model. These rather academic idealisations always shift the problem to the
application of the model in practical situations. Consequently, often these ideal
assumptions will not hold.

Shallow layer equations governing pool spreading on land

It should be noted that the sharp distinction between continuous and instantaneous
releases, which is basically made in the simple spreading models, puts forward the
question what to choose in case of semi-continuous or time-dependent releases that
appear in reality. In the following a more general approach is made in order to cover
the whole range of different spreading regimes for different types of liquid releases.

If the horizontal dimension of the pool is much larger than its depth, the usual fluid
equations may be reduced to the approximate form, the so-called ‘shallow layer
equations’, [Webber, 1986]. In case of axial symmetry and instantaneous release,
ignoring the vaporisation, the horizontal momentum equation may be expressed as

aulat + u x gu/ar = -g x ah/ar (m/s?) (3.16)

and secondly, the conservation of mass:

oh/at + u x oh/or + h/r x a(r x u)/or =0 (m/s) (3.17)
where
u = radial velocity [m/s]
r = radius of the spreading liquid pool  [m]
h = liquid pool height [m]
g = gravitational acceleration [m/s?]

Instead of the gravitational acceleration on subsoil, the reduced acceleration due to
gravity will be needed for pools spreading on water.

The process of pool spreading is controlled by the gravitational acceleration of the
descending liquid mass and the surface tension, versus the inertia of the liquid mass
and the friction due to liquid viscosity.

The solutions that can be derived for the shallow layer equations will not be in the
form of one simple power relation for the growth of the pool radius versus time:
r(t) = t". However, the solution may be somewhat artificially split up into regimes.
These regimes could be approximated by power relations r(t) = t", although these are
merely a tangent to the curve, [Webber and Brighton, 1987].

For pools spreading on subsoil, the following approximating power relations could be
distinguished:

la. inviscid or gravity-inertia regime: r(t) = ,/(C,+ C, x tz) (m) (3.18a)
1b. gravity-turbulent regime: r(t) =~ C, x t?7 (m) (3.18b)
2. gravity-viscous regime: r(t) ~ Cg x t1/8 (m) (3.18c)
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Figure 3.4 A non-volatile pool spreading on subsoil; [Webber and Brighton 1987]

For spills onto water the density difference between water and the floating liquid
should be taken into account, and, furthermore, the motion of the water beneath the
pool [Webber and Brighton, 1987]:

la. inviscid or gravity-inertia regime: r(t) ~ C, x t'/2 (m) (3.19a)
1b. gravity-turbulent regime: r(t) = C, x t¥7 (m) (3.19b)
2. gravity-viscous regime: rit)=Csxt¥  (m) (3.19¢)

Obviously one simple power relation between pool radius versus time can not
describe the spreading of a pool on a flat surface for all regimes. This may explain why
so many spreading relations have been found in literature.

Evaporation of cryogen (boiling liquid) on a permeable subsoil

A spilt cryogen may soak into permeable subsoil. Freezing of water in the soil column
may prevent the liquid from penetration into the subsoil.

Obviously, the effect of percolation into the subsoil is more important for small spills
than large spills where the liquid pool may be substantially thicker than the
penetration depth into the subsoil.

Models for evaporation of cryogens have been given earlier for dry and moist porous
subsoil and gravel layers [YellowBook, 1988]. These models are all based on the
time-dependent heat penetration theory as has been explained in paragraph 3.2.2.

In Takeno [1994], laboratory experiments have been reported in which cryogenic
spills of oxygen on a dry sand layer, liquid oxygen was observed to vaporise while
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constantly soaking into and rolling up the upper section of the layer. The leading edge
of the rolled-up sand layer was observed to move downwards into the sand layer.

The evaporation rate was determined simply by the velocity of liquid penetration into
the dry sand layer, which was nearly independent of the liquid depth. This indicates
that the evaporation rate is independent of time and that its rate can be determined
by the liquid penetration velocity alone, by

H = pgsx Cpes X (Tss0- Tp) x (1 - &) x Uy (J/(m2-s)) (3.20)
H = heat flux [3/(m?s)]
ps = density of sand [kg/m?3]
Cpss = specific heat of sand [J/(kg-K)]
Tgo = initial sand temperature [K]
T, = boiling point liquid [K]
€p = porosity (void fraction) sand [-1
Up = penetration velocity in the sand [m/s]

In the experiments the liquid penetration velocity was merely constant at about
0.0014 m/s, regardless of the liquid depth.

Unfortunately, Takeno [1994] does not supply a model for the calculation of the
penetration velocity in the sand u,, and an additional submodel have to be taken from
elsewhere.

The penetration of fluids into soil is a complex phenomen which depends on the type,
geometry and resistance properties of the soil, the penetrating material properties and
ambient conditions [Melhelm, 1992].

The penetrating fluids into soil is governed by gravitational and capillary forces. In
case of low-boiling fluids and cryogens the evolving vapour will cause an opposite
vapour flow against the soaking liquid. Apparently the upward force due to the out-
blowing vapour due to vaporisation by extracting heat from the sand grains, is in
equilibrium with gravitation. When the heat content of the sand at a certain height is
exhausted, the liquid will sink deeper into the subsoil.

A rather simplified model presented in Melhelm [1992] assumes liquid penetration
to behave as saturated piston flow, influenced by gravitational forces only. So, in this
approach all effects of capillary forces, vaporisation of liquid, freezing of the moisture
in the subsoil, lateral spreading and heat conduction, have been neglected. In
Melhelm [1992] the penetration depth of liquid soaking into porous subsoil is given

by
z,=Koxt, (m) (3.21a)

Ko = pL x g x asim(Tp) (m/s) (3.21b)
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up = Ko
where
g = intrinsic permeability of the soil
g = gravitational acceleration
Ko = hydraulic conductivity of the soil

at saturated conditions

t, = time of penetration
pL(Typ) = liquid density at boiling point
Z, = depth of liquid penetration
N (Tp) = dynamic viscosity liquid at boiling point

(m/s)

[m?]
[m/s?]
[m/s]

[s]
[kg/m?3]
[m]
[N-s/m?]

(3.21¢)

Some values for the intrinsic permeability have been given in Melhelm [1992].

Table 3.4 Intrinsic permeability for

some subsoil types

Subsoil type agj(m?)
coarse sand 1070
silty sand 10712
clay till 10715

The remarkably different outcome of both models in Yellow Book [1988] and
Takeno [1994] concerning the time-dependency of the evaporation rate, might be
due to a difference in ratio between the initial liquid height and the height of the sand

layer.

3.3.3.2 Releases of non-floating chemicals on water

Mixers

HACS-R is an evaporation model for volatile water-soluble chemicals into water, like
methanol. It has been developed for U.S. Coast Guard by Raj and is described in a

NTIS-report [Raj, 1974]. Dodge reported good model performance in 1982.

It is assumed that the entire liquid spilt goes into solution in water first. After
estimating the liquid concentration in the water, the vapour pressure on the water

surface of the chemical can be estimated, as well as the vaporisation rate.

The model HACS-R has
[Dharmavaram, 1994].

recently been applied with some modifications
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Sinkers

In a NTIS-report [Raj, 1974] a model has been given describing the evaporation
phenomena for liquids heavier than water with boiling temperatures less than
ambient.

An evaporative model has been worked out based on the assumption of drop
formation when a blob of heavy, low-boiling-point liquid is spilt on a water surface.
It has been assumed that the initial blob of liquid breaks up into uniform and equally-
sized drops because of pressure forces and instability of the blob.

The details of drag on a deformable drop have been included in the analysis to
calculate the terminal velocity of drops. A heat-mass similarity model is used to
predict the vaporisation rate. In this model it is assumed that the liquid is immiscible
with water.

3.3.4 Mass transfer

The wind is removing vapour from the pool surface, and due to the
resulting concentration gradient, mass transfer is induced; liquid will evaporate in
order to restore the partial pressure which is in thermodynamic equilibrium to the
liquid in the pool at its temperature. Thus, the evaporation of a non-boiling liquid
depends mainly on the rate at which the vapour can be removed by the air flow above
the pool.

The evaporation mass flux ", depends on the mass transfer coefficient (k,,,) and the
vapour concentration ¢; at the liquid pool surface

a"y = kp x ¢i(z = 0) (kg/(m*s)) (3.2)
where
G = concentration component i [kg/m3]
k,, = mass transfer coefficient [m/s]
g", = vaporisation mass flux [kg/(m?s)]
z = coordinate in vertical direction [m]

The dimensionless correlation of Raj & Morris for the mass transfer coefficient k,,, is
based on the heat-mass analogy [Raj, 1987], [Studer, 1988]

Sh = 0.037 x (Re®8 - 15500) x Sc/3 ) (3.22)
with
Sh =Ky, x 1,/Dy ) (3.23a)
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and

Re = pa X Uy, 10 X (2 x Ip)M, ¢) (3.23b)
where
Re = Reynold’s number [-1
p, = density air [kg/m?3]
Uy10 = Wwind speed at standard 10 metres height  [m/s]
Ma = dynamic viscosity air [N-s/m?]
Sh = Sherwood’s number [-1
kn, = mass transfer coefficient [m/s]
Iy = length pool along-wind direction [m]
D, = diffusion coefficient vapour in air [m?/s]

Note that Sherwood’s number Sh for mass transfer is on the analogy of the Nusselt’s
number Nu for heat transfer.

In the past the correlation of Sutton has been given for the mass transfer coefficient
kn. This relation works well for laboratory experiments but the peculiar
dimensionality of the result makes extrapolation suspect [Webber, 1987].

A similar model has been given by MacKay & Matsugu [Kawamura, 1987] which has
been validated against a number of experiments

Km = Cmam X uW’100'78 x (2 x rp)'o'11 x S¢0-67 (m/s) (3.24)
with
Sc =vy/D, “) (3.25)
where
Cem = 0.004786 [m0-33/50-22
D, = diffusion coefficient vapour in air [m?/s]
k,, = mass transfer coefficient [m/s]
M = radius of the liquid pool [m]
Uy 10 = wind speed at standard 10 metres height  [m/s]
Sc = Schmidt number [-1
vy = kinematic viscosity vapour [m?/s]

Note that in general for gases and vapours, Sc = 0.8. The original relation of MacKay
& Matsugu was expressed in other dimensions.

The correlations by Sutton, Raj and Kawamura have the Schmidt number in
common. In Brighton [1990] it is stated that the exponent is under dispute and is no
sound basis for up-scaling the results derived from laboratory experiments only.
The alternative model of Brighton is based on scientific knowledge about atmospheric
turbulence [Brighton, 1987]. In this model molecular diffusion is incorporated in the
boundary conditions. The model is valid for neutral atmospheric stability. Brighton’s
theory can be matched with experiments although deviation between predictions and
experimental results is large.
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3.3.5 Advanced integral models

3.3.5.1 GASP

Quite recently, SRD/HSE developed the model GASP. GASP is an
acronym for ‘Gas Accumulation over Spreading Pools’ [Webber, 1990]. GASP is an
evaporation model that has incorporated all of the heat and mass transfer
components. GASP solves the set of equations based on a complete heat balance and
the shallow water equations (3.16) and (3.17) governing the pool spreading both on
subsoil or water surface simultaneously. The mass transfer model is based on the
work of Brighton [Brighton, 1987]. The model forces the transition of boiling to non-
boiling to be smooth.

The model is able to give correct predictions [Webber, 1990]. The GASP model is
only able to cope with (spreading) pools on a subsoil and onto water surface. It is not
able to deal with volatile soluble liquids into water, and boiling liquids heavier than
water that will sink. The GASP model, and the research and data which it is based
upon, have been extensively given attention by several SRD/HSE-publications.

The numerical procedure to solve the equations seems to be robust and does not take
too much time on a 486-PC. The computerised model is commercially available.

3.3.5.2 LPOOL

In Woodward [1990] the model LPOOL is given. The model has been
developed by Technica Inc. The model is a complete pool evaporation model.

The model makes use of a grid of annular rings to solve the two-dimensional shallow
layer equations for radial flow over flat terrain (3.16) and (3.17). It relies on the mass
transfer coefficient of MacKay and Matsugu, [Kawamura and MacKay, 1987]. The
heat transfer coefficient on water has been correlated to the heat of evaporation (no
references)

Knw=CnxL, (/(m*K-s))  (3.26)
with
Cy =0.001
where
knw = heat transfer coefficient [/(m?K-s)]
L, = heat of evaporation [I/kg]
Cy = correlation coefficient  [kg/(sm?K)]

Also numerical methods have been briefly addressed regarding how to solve the set of
equations. The solutions of the set formed by the continuity equation (mass balance)
and (momentum balance) and submodels are found by using a Crowley second-order
finite difference solution, superimposing the homogeneous and forced solution.
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The spreading model has been validated against small-scale, low-release-rate
experiments of Belore and McBean who tested pool spread rates with water, and data
for crude oil spilt onto frozen arctic ground.

The model has been computerised and is commercially available, though part of a
much larger software package [Technica, 1994].

3.3.5.3 SuperChems

The large software package SuperChems of A.D. Little comprises a pool
evaporation model that is based on a time-dependent solution of the ‘shallow water
equations’ [Superchems 4.0]. It calculates the liquid regression rate for a spreading
pool on different soil types and water. Solubility of the chemical spilt in water is
incorporated. The complete heat balance accounts for all possible heat sources. The
different spreading regimes are also accounted for. The model accepts time-
dependent release rates. The model is commercially available.
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34 Selection of models

3.4.1 Introduction to section 3.4

In section 3.4 the considerations which have led to the selection of the
models that are included in section 3.5, will be explained. In section 3.5 these models
will be described in detail.

In general the selection is based on the following considerations:

1. The availability of powerful (personal) computers creates the opportunity to avoid
simplified (analytical) solutions, that are only able to cope with idealised
situations.

2. Models based on computational fluid dynamics (CFD) can not be used in safety
studies and hazard assessment, due to the time-consuming data collection in order
to supply the required input and analysis of the results, and due to the large
computer power they require.

3. Models should have been validated against unambiguous experimental data.

4. Increased complexity of the model must result in more reliable predictions;
unnecessary complications should be avoided.

5. The model should be available in literature; and preferably available in
computerised form at minimum cost

3.4.2 Pool evaporation on subsoil and on water surface

In addition the selection of liquid pool evaporation models has been based

on the following considerations:

1. The heat balance should take into account all heat source terms;

2. The artificial distinction between boiling and non-boiling liquids should be
avoided;

3. The spreading of the liquids should be described by solutions of the shallow layer
equations, giving a general solution;

4. The mass transfer should be modelled by a widely applicable model based on
experimental data.

Advanced and complete models have been found in recent literature.

The pool evaporation model GASP has been developed by SRD(AEA)/HSE.
Similar models have been found in literature: LPOOL [Woodward, 1990],
SuperChems of A.D. Little [Superchems 4.0].

The recent integral models are really a step forward in supplying a realistic description
of the pool evaporation. A major drawback is the relatively high cost of computerised
versions commercially available.

Based on the accessibility of the model description in literature, and availability of the
computer program, it was preferred to describe the GASP model in more detail in the
following section.

The mass transfer model developed by Brighton [Brighton, 1987] is under
development and has limited applicability. For practical situations it would be
advisable to use the correlation of MacKay and Matsuga, [Kawamura and MacKay,
1987], because it is based on experiments carried out in the open. However, the
GASP model uses Brighton’s model. For reasons of consistency, the description of
the GASP model follows the original publications.
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The GASP model is not able to predict evaporation rates of volatile soluble liquids in
water. However, the HACS-R model [Raj, 1974] is.

3.4.2.1 Boiling regimes

In literature a lot of attention is given to nucleate boiling and film-boiling.

However, metastable boiling is often not taken into consideration, due to its
complexity.
Many common industrial liquefied gases will boil in the metastable boiling regime.
So, the evaporation should be based on the model for metastable boiling. It must be
mentioned however that the selected GASP-model applies a somewhat simplified
approach to incorporate the effects of film-boiling.

3.4.2.2 Evaporation of cryogen on sand

Two remarkable different models have been encountered regarding the
evaporation of cryogenes on sand.
The approach by Takeno [1994] looks promising, but an adequate model to calculate
the penetration velocity of the boiling liquid into the subsoil is lacking and can not
easily be developed. Nevertheless, the extended model of Takeno has been addressed
in detail in paragraph 3.3.3.1.
While the model for liquid penetration is probably too simple, the TNO-model for
evaporation on sand is to be preferred. It must be mentioned however, that the model
in YellowBook [1988] concerning evaporation in gravel layers ignores all kind of
complications, and may give unrealistically high evaporation rates. Therefore, some
additional criteria have to be added.

3.4.3 Evaporation of chemicals mixed in water

In the NTIS-report [Raj, 1974] a model has been given that describs the
evaporation phenomena for volatile liquids which are soluble or miscible in water and
have a boiling point greater than the water temperature, but less than 100 °C. So, the
chemical must have a considerable vapour pressure at water temperature. Because it
is the only model found in literature to predict evaporation rates the HACS-R model
will be described.

In the literature it is reported that the HACS-R model has recently been used for
prediction of the evaporation rate of an ammonia spill onto water [Dharmavaram,
1994].

3.4.4 Evaporation of chemicals that sink in water

In the NTIS-report [Raj, 1974] a model has been given that describes the
evaporation phenomena for liquids heavier than water with boiling temperatures less
than ambient. The use of packed-bed correlation or single-sphere heat transfer
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correlations in the model leads to high evaporation rates. In general all of the spilt
liquid is predicted to vaporise within a period of about 10 seconds.

No experimental evidence is available to test the results of this theory.

For dispersion predictions purposes, it is acceptable in most cases just to assume a
instantaneous release in case of a spill of a boiling liquid heavier than water. It may
be valid to use the spill rate itself as the evaporation rate in the case of semi-
continuous spills. Therefore the model will not be included in section 3.5.

3.4.5 Application of simple models

The GASP-model is a very complex model and has to be computerised
before any prediction can be made.
In case spreading of the liquid pool can be ignored, as may be the case for
instantaneous liquid releases in bunds, it is possible to use simple models to guess the
magnitude of the evaporation rate, at least with some accuracy.
So, for convenience, simple models will also be presented in section 3.5, though the
GASP model is to be preferred from a scientific point of view.
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3.5 Description of models

3.5.1 Introduction to section 3.5

Section 3.5 provides descriptions of the recommended models and
methods for liquid pool evaporation. It contains all necessary information to perform
the calculations. For background of the models the reader should review section 3.3.

Section 3.5 provides detailed descriptions of the models and methods regarding the
following topics. Subsection 3.5.2 gives a description of GASP valid for liquid pools
(spreading) on subsoil and floating on water.

Subsection 3.5.3 and 3.5.4 treat the evaporation of cryogenes on subsoil and water.
Subsection 3.5.5 provides simple models for pool evaporation in bunds, for which
complicated calculations may be avoided without losing too much accuracy.
Subsection 3.5.6 gives a description of HACS-R, valid for volatile (non-boiling)
liquid chemicals into water.

In section 3.8 some additional remarks on the limitations of the models presented are
given.

3.5.2 GASP [Webber, 1990]

3.5.2.1 Introduction

GASP is an acronym for ‘Gas Accumulation over Spreading Pools’. The
description of the GASP model has been taken from ‘A model for pool spreading and
vaporisation and its implementation in the computer code G*A*S*P’, by D.M.
Webber [Webber, 1990]; courtesy AEA-technology.

The GASP model aims at the description of the spreading and vaporisation of a
evaporating liquid pool to predict the evaporation rate and pool size.

The complete specification of the model will be concise and will use results that have
been derived by others. References made in the original publication of Webber
[Webber, 1990] will not be repeated here.

The model will be defined with reference to the computational methods which are
used to solve the equations, and relevant numerical aspects will be touched upon
here.

The model is able to predict the vaporisation rate of a circular liquid pool on subsoil
or water. The surface onto which the liquid is spilt, is assumed to be flat, horizontal
and statistically uniform. Subsoil may be ‘rough’ so liquid puddles may be formed.
Liquid spills onto water are assumed to float on the water surface and not to mix with
or to solve into the water.

The pool may be retained within a bund, spread until it meets a bund, or be
completely unbunded. The liquid may be released instantaneously, or at a time-
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dependent discharge rate. The vaporisation rate is controlled both by the atmospheric
dispersion of the vapour and by the heat transfer to the pool.
The model can be applied to any liquid, irrespective of its boiling point.

3.5.2.2 Model structure

The basic structure of the model is a set of coupled ordinary differential
equations for the bulk properties of the liquid pool. This scheme has to be solved
simultaneously by a numerical method.

The equations are not easily to be solved numerically due to the large variety of time-
scales introduced by the several physical phenomena modelled.

Six ‘primary’ variables have been defined that are expressed by a differential equation
as a function of time.

dr/dt = ... (3.60SW) and (3.61R)
du/dt = ... (3.62)
dvidt = ... (3.32)
do/dt = ... (3.79)
dvy/dt = ... (3.28)
dVe/dt = ... (3.29)

where

r = radius of the pool [m]

u = radial liquid velocity at the edge [m/s]

\% = volume of liquid in the pool [m3]

®, = measure of pool temperature (3.27) [-]

V4 = volume of liquid which has been [m3]

discharged into the pool
Vg = volume of vaporised liquid [m3]

Scheme 1 Structure of the GASP-model

The model will be specified by defining the right-hand sides of these six equations in
terms of so-called ‘secondary’ variables, such as pool depth, pool area, mean
temperature of the pool, vaporisation rate, and various contributions to the heat flux
into the pool.
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The set of differential equations can be solved by the so-called ‘variable-order variable
time-step Gear’s method’. Within this procedure the values of the six primary
variables will be calculated simultaneously for every following time-step.

In general the secondary variables are algebraic functions of the primary variables,
except for the heat conducted into the pool from a solid subsoil. This is obtained from
a Green’s function solution of the Fourier conduction equation in the solid, and is
expressed as an integral over time. In case of a spreading pool on the ground this
integral has to be solved within every time-step.

The solution of the scheme requires:

1. specification of the initial values of the six primary variables;
2. constants, like ambient conditions;

3. (time-dependent) discharge rate.

Some of the basic quantities have been transformed into functions that match the
requirements of the numerical solution procedure.

In the scheme @, is used which is related to the liquid pool temperature T by the
definition

T=T,-Taxeor (K) (3.27)

where T, [K] is the boiling point and T [K] is a suitable constant temperature scale.
Any real value of ®, corresponds to a temperature below boiling point. By using
quantity ®, instead of temperature T, numerical problems can be avoided.

3.5.2.3 Release and Evaporation

First the three primary volume variables, the volume of the liquid in the
pool V, the volume of liquid that has been discharged into the pool V4, and the
volume of liquid that has vaporised Vg, are considered.

dVy/dt = qs/p, (m3/s) (3.28)
where
V4 = liquid volume discharged into the pool ~ [m?]
pL = density discharged liquid [kg/m?3]
ds = release rate liquid [ka/s]
t = time from the start of the release [s]

where (s is the discharge rate which must be specified. The discharge rate gs may be
zero for an instantaneous release, in which case V4 and V must initially be non-zero
and equal. Otherwise (g is a given function of time. There may or may not be liquid
in the pool initially.
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dVe/dt = Uga x Agp (mdfs) (3.29)

where

Awp = top area of the liquid [m?]
u,a = averaged liquid surface regression rate over the pool  [m/s]
Vg = liquid volume that has vaporised [Mm3]

The area Ay, may differ from the overall pool area A if the pool is not simply
connected.

The regression rate u,, is related to the evaporation mass flux density ", and the
liquid density p, by

gy = pL X Urp (kg/(m?-s)) (3.30)
and V¢ is related to the mass Q which has vaporised by
Q=pLxVg (kg) (3:31)

where
p. = liquid density  [kg/mq]

u,a Will be used as the standard measure of the vaporisation rate.
The variations in the volume of liquid in the pool V can be described by

dV/dt = gs/py. - Ura x Agp - Up/PL (m3fs) (3.32)
where

\V
Up

= liquid volume in the pool [m3]

= drainage rate [ka/s]

where gp is a ‘drainage’ rate which may account for loss of liquid other than by
vaporisation seeping into porous subsoil or running into drains. This may also be
time-dependent.

Here only problems with no drainage (qp=0) will be considered, thus

V =Vy- Ve (m3) (3.33)

This is a minor limitation of the GASP model, which could easily be overcome by
taking gp into account in the integration procedure.

The remaining features of the model can now split up into spreading phenomena
(dr/dt, du/dt, A) and vaporisation phenomena (d®,/dt, T, u,,).
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3.5.2.4 Spreading of the liquid pool over a surface

Spreading on three possible surfaces will be considered:

(S): on smooth subsoil
(R): on subsoil rough enough to retain liquid in puddles
(W): on water

The spreading equations will be slightly different for each case.

The reduced acceleration due to gravity for pools spreading on water will be needed,
where p,, is the density of the water and p,_is the density of the pool

Agigr = 9 % (Pw -~ PLPw (m/s?) (3.34 W)
For spreading on subsoil the acceleration due to gravity will be

Ogigr = 9 (m/s?) (3.35 SR)

The depth profile and area of the pool

For spreading on smooth subsoil or on water the area of the pool A is, where r is the
radius of the pool

A=mxr2 (m?) (3.36)
and the mean depth is h given by
h=VI/A (m) (3.37)

For spreading on rough, puddle-forming subsoil two layers of liquid can be
distinguished: a ‘dynamic’ region of mean depth h, over a ‘stagnant’ region within the
depressions of the subsoil.

The mean depth of puddles, averaging over the entire subsoil surface, is defined as h,,.

So for spreading on rough subsoil per definition
he = VIA - h, (m) (3.38R)
Ve=V-h,xA (m3) (3.39R)
and for spreading on smooth subsoil and water
he=h (m) (3.40 SW)
V.=V (m3) (3.41 SW)

The depth h; at the edge of the pool is not in general equal to the mean depth h.
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In an integral approach it is necessary to retain some measure of the depth profile in
the pool. This can be done by defining a dimensionless shape factor s

s = hy/h ) (3.42)

Knowing s, the depth h; at the edge of the pool can be determined.

The value of s will affect gravity spreading. For s < 1 the pool will spread outward on
average, for s > 1 inward.

In the following expressions for estimation the dimensionless shape factor s will be
presented.

Self-similar solutions of the shallow water equations for an instantaneously released,
inviscid, non-volatile pool on subsoil or water can be found in which the pool has a
parabolic surface.

Self-similar solutions of the shallow water equations, are solutions described by
functions of the same form but with a different scaling parameter.

Qe LAND

FL

A
s Ge /j WATER

Figure 3.5  Spreading liquid pools on subsoil and on water [Webber, 1990]

On smooth subsoil (see Figure 3.5) the pool has a convex surface and
s=0 (3.439)

on water (see Figure 3.5) the front resistance leads to a concave surface (s > 1), and
with constant s given by
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s = UZ/(Fr? x gggr x h) ©) (3.44 W)

where
Fr
u

Froude number [-1
radial liquid spreading velocity  [m/s]

Here 1/Fr? can be regarded as a frontal drag coefficient and the expression for s can
be inferred from the requirement that a front resistance pressure of p,, x u%/(2 x Fr?)
is sufficient to provide the hydrostatic pressure at the pool edge.

These expressions for s must be modified to allow for surface tension and other
effects.

In this simple paraboloid model, values of s greater than 2 correspond to an annular
pool with inner radius r; given by

r2 =rx(s-2)s ifs>2 (m?) (3.45)
=0 ifs<2

If solutions are found where s > 2 for part of the flow, this may indicate pool break-
up, rather than adherence to a literal interpretation of an annular pool.

The model equations will not in general be analytic at s = 2, and it is convenient to
define a function j(s) by

i) =1 ifs>2 ¢) (3.46)
=2/s ifs<?2

For example the top area is given by

A =i(s) x A (m?) (3.47)
The shape factor s depends on a number of factors which are relevant to the frontal
depth h;.

Surface tension is included in the model by setting the frontal depth to a constant
value h ¢ at which surface tension may hold a pool against gravitational spread

ho = V(0l(g x pL)) (m) (3.48)
But its precise value will vary with the liquid and the surface on which it is spilt.

Alternatively it has been estimated that viscous effects give rise to a minimum depth
h¢ g during a continuous discharge at (volumetric) rate gs (see subsection 3.2.3.2)

0.25
h. = (M) (m) (3.11)
(pLxmxg)

For whatever effect is the greater, the following definition holds

No,max = Max (hy s, hc,l]oo) (m) (3.49)
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Following the above, discussion on smooth subsoil is set
S = N max/h ¢) (3.509)

and on water

s =N + V(N2 + (hg ma/N)?) ©) (3.51W)

with
N = u?/(2 x Fr? x ggg x h) ifu>0 ©) (3.52)
=0 ifu<o0 (3.53)

The expression for s on water is derived by assuming that surface tension and front
resistance forces combine additively to slow the spread of the pool.

In the case where subsoil roughness dominates

s =®y(e) x h/(2 x h) ¢ (3.54R)
with

e =8 u?/(gxhy) ¢ (3.55)
and

®y(e) =V(L +¢) - 1 ) (3.56)

where h, is the roughness scale.

In the model for pool spreading on rough subsoil the functions of ¢ allow for the
removal of mass and momentum from the dynamic part of the pool as it spreads over
the depressions.

A trivial example is that in which the pool is confined to a bund. In this case

s=1 ) (3.57)
For future reference the following functions are defined

Dy(e) =1 - 2/e x D4(c) Q) (3.58)

Dy(e) = D, (c) + 4l x D, (e) - 2V (1+e) ) (3.59)
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Pool spreading Equations
The radius of the pool for spreading on smooth subsoil or water is given by
dridt=u (m/s) (3.60 SW)
For spreading on rough subsoil it is modified to (see equation (3.58))
dr/dt = u x @,(¢) (m/s) (3.61R)
The overall force balance on the pool is expressed by
du/dt = @(s) x (4 x ggjgr x he/r) - C (m/s) (3.62)

where Cg is a turbulent or viscous resistance term and the coefficient in the first ®(s)
gravity driving term is given by

O(B)=1-s ifs<2 ) (3.63)
= -s%/4 ifs>2

In the case of an inviscid (Cr = 0), non-volatile pool, these equations summarise the
results of the self-similar analysis of the shallow-water equations discussed above.
Note that the gravity driving force is directed outwards for a pool with a convex top
surface (s < 1) and inwards for a concave (s > 1) surface.

The resistance forces depend on whether the flow is laminar or turbulent.

The resistance to laminar flow will be modelled as

CrL = B(s) x (C x v x ulh?) x (1 -f) (m/s?) (3.64)
where v, is the kinematic viscosity of the liquid, h, is given by (3.38/40), and C is a

factor determined by the vertical velocity profile in the pool;
for on land

Cc=3.0 “) (3.65a SR)
and for on water

C=0.66 “) (3.65b W)
This has been derived from lubrication theory for spreading on subsoil, but involves
empirical knowledge for spreading on water.
The coefficient p(s) given by

B(s) = 2.53 x j(5)? ©) (3.66)

is a factor determined by radial profiles, and f is a factor which allows for the radial
motion of water under the pool.
Specifically for spreading on subsoil

f=0 ¢) (3.67 LS)
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whereas for spreading on water f is given by an implicit function

Exf2=1-f (3.68 W)
with
E = 1My x V(U x h/(v,, x 1) x (1/j(s)) ) (3.69)

where n, n,, are the viscosities of the pool and the water beneath, and v,, is the
kinematic viscosity of the water.

The model for the resistance to turbulent flow is

Crt = a(s) x Cs x u/h, (m/s?) (3.70)
where Cg is a turbulent friction coefficient and

a(s) = 4.49 x j(s) ©) (3.71)

is a radial profile factor. The optimum value of C; is in the region of 0.0015.
The resistance term Cr in (3.62) will be modelled as

Ck = sign(u) x max (Cg.,Ce1) (m/s?) (3.72)

The transition from turbulent to laminar now is implicitly controlled by the Reynolds
number Re

Re = u x h/v. ©) (3.73)

Constants

The constants which have appeared in the model description comprise:

— well-defined physical properties of liquids;

— factors arising as integrals over profiles of the relevant fields both radially and
vertically;

— turbulent friction coefficient Cy;

— puddle depth parameter h;

— capillary depth parameter I;

— front resistance parameter Fr for spreading on water.

The constants |, and h,, depend on the nature of the surface on which the liquid is
spreading and must therefore be estimated for any given application.
Fr can be estimated from empirical observations of liquids spreading on water.

In case of an instantaneous release of a large amount of non-volatile liquid onto water,
after the initial radial acceleration, there will be a phase where the resistance terms are
negligible compared to inertia and gravity forces.
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In this case the spreading equations for a spill on water are solved with constant V,
and u,, = 0 and Cg = 0, to give spreading with pool area proportional to time

U = Frrag x V(Qgrgr x h) (m/s) (3.74)
where Fr,q4 is @ Froude number given by

Froq = 4 x Fré/(4 - Fr?) ¢) (3.75)
This spreading regime is well-established and an empirical value

Fro,q = 1.64 ) (3.76)

has been obtained in LNG experiments by Chang and Reid. Therefore the value
Fr =1.078 will be adapted. There is however some uncertainty introduced by the
existence of other experiments which measure this quantity, and which obtain
different values. It is important to emphasise that this spreading regime will be valid
only for a limited time until viscous effects become important.

Remarks

The incorporated spreading model is derived from shallow-layer theory and
lubrication theory for an instantaneously released, non-volatile pool where V is
constant.

In fact it is implicitly assumed that the model is adequate when V is not constant due
to vaporisation and release of liquid into the pool.

Vaporisation will only have a significant effect on the spreading behaviour when the
radial velocity of the spreading liquid u has decreased to a magnitude comparable
with the liquid regression rate u,.

For continuous releases the different time-scales implicit in the discharge rate and the
rate at which the pool wants to spread, make it much more difficult to solve the
shallow-layer equations. However, by introducing a minimum pool depth h,, see
before, it is possible to incorporate the limit at which the pool is large enough for
vaporisation to balance discharge.

3.57



3.5.2.5 Evaporation

Pool Temperature

The pool temperature is described by the average liquid pool temperature T
according to the following heat balance

d_T=_____€\f£____x(H—pLxurAva)+( s )x(Tq -T)
dt  (CpLxpLxV) (p.xV s
(K/s) (3.77)

where

Awp = liquid top area [m?]

CpL = specific heat of the liquid [J/(kg-K)]

H = heat flux density from above and below [J/(m?s)]

L,(T) = latent heat of vaporisation [J/kag]

ds = liquid source discharge rate [ka/s]

t = time from start release [s]

T = (average) liquid pool temperature [K]

qu = liquid source temperature [K]

U, = liquid surface regression rate [m/s]

\Y = volume of liquid in pool [mq]

p. = liquid density [kg/m3]

Specifically for exp(H/p_ xu,axL,)>>1 the solutions exhibit an almost
instantaneous transition from a regime where temperature increases as heat is
supplied, to one where dT/dt = 0 very close to the boiling point.

This problem can be overcome by defining

O, =1In (TA/(Tp-T)) ) (3.78)

where T, is the boiling point and T 4 a arbitrary temperature scale, taken to be 1 K.
So, the following equation can be written

do
— = oxe x (0 +e™)x (L) x

dt T
Atop

(Cp,L xpLx V)

ds
(pLxV)

x (H=pyxupx L)+ ( ) ¥ (Tq,-T)

(1/s) (3.79)

® = temperature smoothing factor  [-]

For finite w the transition from boiling to non-boiling is smoothed suitably for
numerical computation without otherwise affecting the results. The equation above
therefore forms the basic temperature equation of the model.

In practice o should be chosen small enough to enable the stiffness of the problem to
be sufficiently mitigated to avoid numerical problems, but large enough so it does not
smooth the solution too much. A value of about 1000 seems to be sufficient.
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Note that ®, — « at the boiling point, which is never actually reached. This is
reasonable as the existence of temperature gradients in a real evaporating liquid pool
means generally that the average temperature is below the boiling point.

Transport of Vapour

The model for the liquid surface regression rate u,5(T) is that of Brighton, and is
given by

Ura(T) =-wix Py(T)/(Rx T) x (Uxp/p ) x (K/Scy) x (1+n) x G(*sc)/myy,  x In(1-mp, )

(m/s) (3.80)

where
Ui = molecular weight liquid [kg/mol]
G(e*sc) = function given by equation (3.84a) [-]
m,, = mole fraction of vapour above liquid pool surface [-]
n = wind profile index [-]
P,(T) = vapour pressure above the pool [N/m?]
R = gas constant [J/(mol-K)]
Scy = turbulent Schmidt number (= 0.85) [-]
K = von Karman constant (= 0.4) [-]
Usp = atmospheric friction velocity above the pool [m/s]
oL = liquid density [kg/mq]
The argument <. is given by

%sc = 1/n + 2-y + In(2(1+ n)?) - (x/Scy) x (1 + n) x B(Scy) () (3.81)

where vy is Euler’s constant and Sc,_is the (laminar) Schmidt number of the vapour in
air, given by

v =~0.57722 ) (3.81a)
SCL = UL/DV (') (382)
v. = kinematic vapour viscosity [m?/s]
D, = diffusion coefficient vapour in air [m?/s]

The function B(Sc,) is given by

B(Sc) = 7.3 x Rey??® x VSc, - 5 x Sc, ©) (3.83a)
or

B(Sc,) = (3.85 x Sc; 13- 1.3)2 + (Scy/k) x IN(0.13 x S¢,)  (-) (3.83b)

according to whether or not one considers the pool to be aerodynamically rough.
Here Req is the roughness Reynolds number u. x zy/v, constructed from the friction
velocity and the aerodynamic roughness length z, of the pool.
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The function G(e¥) is given by

G(eX) = 0.5 - fo/m x atan(y/m) + /(% + n?) + f5 x x/(x® + n?)?

+ 3 x (x? - W?I3)/(x? + n?)3 “) (3.84a)
with
fp = 1 “) (3.84b)
f, = 1-y=~0.42278 ) (3.84c)
f, = f(y) =2.824 “) (3.84d)
f, = f(y)~1.025 ) (3.84¢)

For the vapour pressure P,(T) the Antoine correlation is adopted, which may be
written

Mpyy =exp (Cg x (T - T)/((T + Cc) x (Ty+ Cg)) (mol/mol) (3.85)
with
PU(T) =mp, x P, (N/m?) (3.86)

where P, is atmospheric pressure, and my, , is the mole fraction of the vapour just
above the liquid pool surface. Here Cg and C. are Antoine coefficients and the
Antoine A-coefficient (C,) has been eliminated in favour of the boiling point Ty,
These coefficients can be found by fitting the Antoine correlation for vapour
pressures predicted by the equations presented in the annex ‘Physical Properties of
Chemicals’.

The vaporisation of liquid depends on how fast the atmospheric flow can remove
vapour from the surface. The state of the atmosphere is modelled as a function of the
friction velocity u. and an effective wind speed index n.

The latter arises from Brighton’s approximation of the wind profile by a power law,
which allows the derivation of (3.80). The index n which best approximates a
logarithmic profile over the pool is given by

1/n = Fy x (VA/Zg ) x (?/Scy) x (@) ) (3.87)
where Fy(€) is a function given implicitly by
Fuxe™N =g © (3.88)
The index n depends to a small extent on the pool size.

The friction velocity u«, above the pool may be different from u., well upwind of the
pool, if the pool roughness length z, , is different from, z, , of the surroundings. In
this case an inner boundary layer grows over the pool and it can be found following
Hunt and Simpson.
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Usxp = Uxg x (B/(E + In (20 4/20 p)) (m/s) (3.89)
with
€ = Fn(x? x VAIZy ) ) (3.90)

where VA is a measure of the pool size. Thus the friction velocity u« also depends on
the pool size, as this determines how far the boundary layer over the pool has
developed, but only weakly for most cases of interest. The ambient friction velocity is
found from the wind speed at standard 10 metres height u,, ;o and the roughness
length z; , assuming a neutral boundary layer

Uxg = K X Uwylolln (210/20’3) (m/S) (391)
with
Z1p= 10 m.

Alternatively, if one wishes to assume an aerodynamically smooth surface, then an
effective z4 , can be found by taking the Reynolds number equal to

Regy = Usx, X Zg 5fv, = 0.13 ¢) (3.92)

in which v, is the kinematic viscosity of the air.

This gives
U*a =0.13 x Ua/ZlO X FN(K X uW,lO X 210/(013 X Ua)) (m/S) (393)
Zo‘a = ZlO/FN(K X uwylo X 210/(013 X Ua)) (m) (394)

If the pool is considered aerodynamically smooth, then u. and an effective z, are
found by solving (3.89) together with

U x Zp = 0.13 x v, (m?/s) (3.95)

This can be done in terms of the function Fy defined above.

The heat flux into the pool

The term heat flux into the pool H in (3.77) is the sum of three contributions
1. heat H, conducted from the subsoil or convected from the water beneath;
2. heat H, convected from the air above;

3. heat H, radiation.

H=H.+H,+H, (J(m*s)) (3.96)
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Liquid in contact with the surface beneath

First the heat transfer from below is considered when film-boiling is not taking place.
An approximation which is in many cases quite accurate, is to neglect those
components of heat transfer within the subsoil which are parallel to the surface.

A boundary condition can be defined, stating that the subsoil temperature is T(t)
under the surface of the spreading pool A(t), and T, elsewhere. The subsoil is
assumed initially to be uniform at temperature T,, except on the part of the surface
in contact with the pool.

In this approximation the mean heat flux density into the pool is given by
Hep (1) = -Ag x D)V ( x ag x t) - (J/(m2-s)) (3.97)

t

AJV(4rm x @) x f[(t - W) 32 x {d1(t) x A(t)- P(P) x A(P)YA(L)] x d¥
0

with
Or(t) = (T(1) - Ty) (K) (3.98)
where
A = thermal conductivity of the subsoil [J/(m-s-K)]
ag = thermal diffusivity of the subsoil [m?/s]

This result holds provided only that the pool spreads in such a way that an area of
subsoil once covered by liquid, remains covered. The heat flux density is in this model
not dependent on the shape of the pool.

In an isothermally-bunded process this reduces to the familiar 1/t law based on the
penetration theory, see equation 3.7.

Again neglecting horizontal conductions, at boundary conditions the heat flux density
H at the surface is assumed to obey

H=kyx(Tpa- T (J/(m2-s)) (3.99)
where
T, = subsoil surface temperature  [K]
kg = heat transfer coefficient [/(m?s-K)]
T, = ambient temperature [K]
Tpa = TorT, [K]

Note that T, , is equal to the pool temperature T where liquid is on the surface and
is equal to the ambient temperature T, elsewhere.
In this case the result corresponding to (3.97) is

Hey(t) = A x DLV (ag x t) x erfe.(V(Uty)) -
t

As x f[G*(t - W) x {D1(t) x A(t)-O(P) x A(P)YAM)] x d¥ (J/(m?s)) (3.100)
0
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where t, is the heat transfer time-scale
ty = A (ag x ky?) (s) (3.101)
and erfc« is defined in terms of the usual complementary error function erfc by

erfc.(€) = exp(E?).erfc(E) ©) (3.102)

and G- is a Green’s function
Gx(t) = 1V(as x t03) x {V(to/( x 1)) - erfc«(V(t/ty))} ) (3.103)

Note that the integral term in the right-hand side of equation (3.100) has to be solved
within every time-step. This can be done by the Romberg’s integration method.

Note that (3.100) reduces to (3.97) as ty— 0. This means that the two formulae
provide comparable results for t larger than the order of t;,. In the computer
implementation GASP of this model, both options are available.

Returning to the solution of the full three-dimensional conduction problem. The
horizontal conduction time-scale t is defined by

ty =A/(4 x 7w x a) (s) (3.104)

It has been shown that the uni-directional conduction approximation used above, is
valid for t smaller than the order of ty,. Whilst this can be shown for constant A, it is
expected that this conclusion even holds for time-dependent A.

The solution of the full conduction equation is difficult, even for circular pools.
It has been estimated that for t >> t,,, where three-dimensional conduction effects are
most important, and for constant A and T, the heat flux density H.; tends to

Hes = -2/ x 1V (ag x 1) x hg x O(t) ((I(m%s))  (3.105)

To improve the accuracy of the uni-directional approximation an ad hoc pragmatic
approach is adopted in order to get a smooth transition to the asymptotic value
(3.105) which respects the sign of the heat flux, by

He = (He® + Hes)'? (Q/(m?s))  (3.106)

In the case of a cold pool floating on water, the heat transfer into the pool will depend
on convection currents within the water. It is assumed that these are sufficient to keep
the water at a more or less uniform temperature T,,, and that the heat flux into the
pool is given by

He = Kpyw x (Ty-T) (/(m?s))  (3.107)
where
knw = heat transfer coefficient on water [I/(m?s-K)]
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There is some experimental evidence to indicate k ,, is of order 500 J(m?-s-K) for
butane pools, but this may be substance-dependent.

Film-boiling

Concerning film-boiling, the model/correlation of Klimenko will be used which may
be summarised briefly as follows.
The length-scale | for vapour bubble formation is defined as

e = 2 x V(0/(g x (L - pv))) (m) (3.108)
and also a Galileo number
Ga=gx IS 2 ) (3.109)

and an Archimedes number

Ar = Gax (p.- pv)ipy ) (3.110)
where
o = liquid surface tension [N/m]
p. = liquid density [kg/m?3]
py = vapour density [kg/m?3]
vy = kinematic viscosity vapour [m?/s]

Other dimensionless numbers which are required are the Prandtl number of the
vapour Pr, and the dimensionless heat of vaporisation L,z given by

L = 7o) ) (3111)
(Cpoyx(Ty=Tp))
where
L,(T,) = heat of vaporisation at boiling point [J/kg]
Cov = specific heat of the vapour [J/(kg-K)]
Tw = water temperature [K]
T, = liquid boiling point [K]

The heat transfer coefficient k ¢ for film-boiling is related to a Nusselt number Nu by
K= Ml x Nu (/(m?s-K)) (3.112)

where
Ay = thermal conductivity of the vapour [J/(m-s-K)]

Klimenko has correlated the Nusselt number Nu as a function of other dimensionless
numbers, the Archimedes number Ar and the dimensionless heat of evaporation Lg
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Nu =0.19 x (Arx Pr)Y® x Fy(L,g)  ifAr<108 ) (3.113)
= 0.0086 x VAr x Pr,}® x Fo(L,g) if Ar> 108

with
Fi(Lg) =1 if Lr<1.4 ) (3.114)
= (Lyr/1.4)13 if Lg>1.4
and
Fo(Lr)=1 if L,g<2.0 ) (3.115)
=V(Lr/2) ifLg>14

Film-boiling will take place when exceeding the so-called critical heat flux density.
Based on the work of Zuber, as reviewed by Kenning, the critical heat flux density is
given by

H., = 0.18 x py x L (T}) x (ox g x (‘)L;pv))m (I(m2s))  (3.116)
(py x (PL+py))

If the heat flux density H,. calculated for a pool on water according to (3.107) appears
to be greater than H,, then H. is replaced by

He=Kusx (Ty-T) (3/(m2-s)) (3.117)

The heat transfer model has been simplified by neglecting the effect of metastable
boiling. Webber expects that the approximation should not be too bad within the
overall framework of the model.

The computer implementation GASP allows one the option of simply using either
Kn ¢ Or ky  in order to test the importance of film-boiling effects.

Heat transfer from the atmosphere

Heat transfer from the air is modelled similarly to the mass transfer model, as
formulated by equations (3.80/81). The heat flux density is given by

Ha=paxCp axUsx (T5-T) x (/SCy) x (1+n) x G(e*Pr)/my,  x (Mpy, , - 1) xIn(1 - My, )
(I/(m?-s)) (3.118)
where the argument yp, is given by
Ypr = 1/ + 2 -y + In(2(1+n)?) - (k/Scy) x (1 + n) x (Pr) () (3.118a)

Note that the laminar Schmidt number Sc has been replaced by the (laminar) Prandtl
number Pr.
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Heat radiation from the atmosphere

The total heat flux H, radiated from the surroundings into the pool is considered to
be constant in the model. The rate of long-wave radiation heat exchange (H,)
between the pool surface and the surroundings and the solar radiation (H,s) can be
calculated by equations 4.36 and 4.37 of chapter ‘Vapour Cloud Dispersion’ (page
4.63).

H,=H,+ Hg @Q/(m?s))